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Abstract The agricultural futures market affects the rubber price in Thailand. Rubber processors 

use the agricultural futures market to avoid risks associated with fluctuations in rubber price. Investors 

make profits from the difference between the current price and the future price. This paper presents 

the forecasting models for futures price of the natural rubber ribbed smoked sheets no.3 (RSS3). 

The results from the most efficient model can inform the decision of investors on buying and selling 

at the proper time. The study employs the least mean squared error as a criterion for the selection 

of the best prediction model. It includes an analysis of factors affecting the RSS3 futures prices in 

Thailand’s futures market. The results show that the previous monthly futures prices and oil prices 

significantly affected the futures prices in the same direction. The net import of natural rubber by 

Japan was the leading indicator for the trend in rubber futures prices in Thailand. The analytical 

model was shown to be applicable and would facilitate related studies in forecasting the futures 

prices of other commodities. Time-series data was found to be suitable for the forecasting model.
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Introduction

	 The forecasting logic of rubber prices in the futures market is to a certain extent similar to 

the price movement in the stock market. Moreover, it can provide an estimate, taking into consideration 

the effects of external factors. This is because adjustment in the rubber price in the long term may 

be affected by the law of supply and demand. However, the purpose of futures market is to serve 

as an instrument for agricultural rubber groups, producers, agricultural suppliers, and investors to 

manage risks associated with fluctuations in commodity prices. This involves buffering of risk 

related to efficiency, transparency and fairness. Hence, the study will focus on the methods of 

forecasting by using two cases. The first case, using technical analysis, focuses only on the duration 

of rubber prices without considering exogenous variables. The second, which is a fundamental 

analysis, accounts for the effects of exogenous variables.

	 Each analysis has its strong and weak points. The paper integrates technical analysis and 

fundamental analysis as the approach for investigating the issue of probability of the results of the 

fundamental analysis, which shows to what extent the fundamental analysis can be trusted. This 

is to double check the results. The fundamental analysis in current year has many forecasting 

methods, but the most well-known and frequently used analytical methods include the naïve or 

random walk (RW), simple moving average (MA), simple exponential smoothing (SES), Holt’s linear 

exponential smoothing, Brown’s triple exponential smoothing, Holt-Winters smoothing, regression 

analysis, decomposition, and Box’s Jenkins. In choosing the most suitable and the most reliable 

method, this paper takes into consideration various factors such as the period of forecasting, the 

amount of data, and the level of prediction validity. Additionally, this study highlights the proper 

method for investigating the movement of the rubber price data in the futures market and finds the 

proper period of time and appropriate number of data used in the forecasting. The paper uses the 

line graph in considering the trend of rubber price that occurs in the next period. Fundamental 

analysis is used to examine the factors that influence rubber prices and search the model of rubber 

price when the factors that influence rubber price are dynamic. However, only the market price 

mechanism is considered in this paper.

	 The study aims to discover the proper forecasting model, identify the suitable number of 

data used for forecasting, and identify the appropriate time period applicable in estimating rubber 

prices in both the short and long term. To achieve these objectives, the paper focuses on a number
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of key considerations, as follows. First, the futures market in Thailand market (AFET). Second, 

rubber prices refers to the natural rubber ribbed smoked sheets no. 3 (RSS3) because it makes 

up a major share of the exports, taking into account the observation of the level of exports FOB 

that is applied as the selling price in the futures market. Third, the forecasting model used in the 

study of the rubber price in the futures market are classified into two cases: a) short time prediction, 

targeted at finding a forecasting model that is most suitable period using daily rubber prices, and 

b) long time prediction by using monthly forecasting. Before making the final decision, the paper 

considers and examines external factors that may affect the rubber futures prices. To consider the 

period that rubber price tends to move up or down in the future, we build graph-leading indicators.

	 Fourth, the time period used in short time prediction are classified as follows a) using 100 

days data starting from 17 August 2007 to 7 January 2008, divided into 5 varying periods of 15, 

30, 50, 75 and 100 days, and b) finding the appropriate forecasting method for 5-, 10-, and 15-day 

periods as the benchmark period whose outcome is comparable to cash trading in the period 

during 8-28 January 2008. Fifth, the time period used in a monthly basis from July 1999 to December 

2007 comprising 102 months is divided into two periods as follows: a) 90 months starting from July 

1999 to December 2006 divided into four periods of 30, 50, 75 and 90 months, and b) finding the 

appropriate forecasting method using 3, 5, and 12 months as the benchmark period derived from 

a verifiable method, thereby coming up with results comparable to spot trading in the period 

January 2007 to December 2007.

	 Sixth, for long time prediction, the paper observes the variables that affect rubber price 

by using multiple regressions of data from Year 1999 through 2007. The variables comprise time, 

exchange rate, imports of natural rubber in China, imports of synthetic rubber in China, imports of 

natural rubber in Japan, imports of synthetic rubber in Japan, oil prices, stock of natural rubber in 

Japan, stock of synthetic rubber in Japan, world consumption of natural rubber, world consumption 

of synthetic rubber, world production of natural rubber, and world production of synthetic rubber. 

Lastly, periods when rubber prices expand or shrink via indicated factors are examined by graphical 

analysis between monthly rubber prices. Constructing the model of monthly rubber price derives 

from indicated variables with the monthly natural rubber ribbed smoked sheets no. 3 price as the 

reference line.



58 Forecasting Futures Price

	 The paper is organized as follows. The concepts of futures market efficiency and forecasting 

method are described followed by the methods and data used in the study. The last two sections 

discuss the results of the analysis and the implications of the forecasting model.

Concept of Futures Market Efficiency

	 Given the importance of and interest in the pricing efficiency of futures markets as a 

topic of inquiry, numerous studies have examined the efficiency of agricultural futures markets. 

Nearly every agricultural futures contract listed by an exchange today has been examined in some 

context (Garcia, Hudson, and Waller, 1988). In examining the necessary conditions for futures 

market efficiency, three sets of forecasts are use in predicting the USDA’s announced Class III 

price: futures forecasts, forecasts generated from simple time-series models, and expert opinion 

forecasts. These forecasts are first evaluated using the traditional forecast accuracy measure of 

root mean squared error. In addition to casual comparisons of mean squared error, the multiple 

data model (MDM) procedure tests for statistical differences in forecast accuracy (Harvey, Leybourne, 

and Newbold, 1997) are used. The more stringent test of pricing efficiency, which is forecast 

encompassing, is then tested in a multiple encompassing framework using the MS test statistic put 

forth by Harvey and Newbold (2000) which they suggest as a test statistic MS based on the 

generalized Hotelling’s T2-statistic. Intuitively, futures market efficiency should be intimately linked 

to the ability of that market to forecast. Nevertheless, Working (1958) was reluctant to call futures 

prices forecasts.

	 In addition, Tomek and Gray (1970) suggested that cash prices of non-storable 

commodities may be able to forecast deferred prices better than futures prices can. The futures 

market will not forecast if doing so elicits behavior that will prove the forecast wrong (Koontz, 

Hudson, and Hughes, 1992). Yet, poor forecasting does not necessarily make a market inefficient. 

The futures market may still be the best forecast available. Thus, the mere existence of poor 

forecasts is not sufficient to contradict efficiency. Fama (1970) suggested that a futures market is 

efficient if the prices contain all relevant information. He also described efficiency in terms of 

whether abnormal trading profits can be earned conditional upon three possible sets of information, 

namely, weak form, semi-strong form, and strong form.
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	 Grossman and Stiglitz (1980) extended Fama’s definition by noting that where information 

has a cost, informational efficient markets will be impossible. Essentially, their work adds that for 

perceived inefficiencies to be real inefficiencies, they must be large enough to merit the cost of 

trading them out. Fama (1970) acknowledged this as well. In addition, profit comparisons for 

efficiency testing should account for risk. Makridakis and Winkler (1983) studied the accuracy of 

combination method by emphasizing on method of averaging from 14 forecasting methods such 

as naïve, simple moving average, exponential, ratio, Brown, Holt’s, regression, Holt’s and Winter, 

Automatic AEP, Lewandowski’s FORSYS, Parzen’s ARIMA methodology, Bayesian forecasting, and 

BOX by MAPE. They found that the accuracy depends on the number of methods used; the prediction 

is stable if more than four methods are combined. In addition, Batchelor and Dua (1995) studied 

monthly period on four types: RGDP growth, inflation in the implicit GNP deflator, growth of 

cooperating profit and the unemployment rate of 22 predictors. They observed that in every data, 

the more we added, the greater is the accuracy on value or the less the deviation causing a decrease 

in mean squared error (MSE). Furthermore, Terry and Ted (1995) concluded that ordinary least 

squares regression can also be used for the forecast. They presented the models of 19- and 29- 

week forward futures price forecasts. Hypothetical futures funds, based on simulated trading of 

the forecasting systems, translate futures forecasting into an economic framework suitable for 

analyses of resultant trading profits.

	 To enhance the plausibility of dynamic forecast selection over such a long period, three 

simple forecast selecting/combining techniques are used in choosing a forecast to act upon at any 

given week.  Wang and Ke (2005) studied the efficiency of the Chinese wheat and soybean futures 

markets and assessed the conditions in agricultural commodity futures and cash markets in China. 

Formal statistical tests were conducted through Johansen’s co integration approach using three 

different cash prices along with different futures forecasting horizons ranging from one week to six 

months. Results suggest a long-term equilibrium relationship between the futures price and cash 

price for soybeans, and a weak short-term efficiency of the soybean futures market.
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Forecasting Methods

	 A method is needed to assist futures traders and analysts in identifying whether a product’s 

futures market price behavior is better explained by the existing theory. The method should also 

provide quantitative information to identify the appropriate theory for RSS3. The methods can be 

classified into quantitative forecasting and qualitative forecasting. The quantitative forecasting is 

divided into two main groups: 1) time-series model, which views that the past behavior of an object 

that we want to predict should be enough to forecast behavior in the future, and includes the naïve 

method, moving average method, decomposition method, exponential method, and Box’s Jenkins, 

and 2) casual mode, which views that the behavior of an object can be predict from others that 

have suitable aspects to relate to each other, such as regression method and econometrics 

method. The forecasting methods have different characteristics, strong points and weak points. 

None can provide a perfect forecast, so that the most proper and reliable forecasting method 

should be selected. Selection criteria include the factors used in the method; for example, time 

period, data, number, validity, reliability and cost of applying the method (Makridakis, Wheelwright, 

and McGee, 1983).

	 There are 4 statistical methods used in this paper:

	 1) Regression analysis. This method is used to examine the relation of a dependent variable 

or response variable to be specified by independent variables or explanatory variables. It can be 

used as a descriptive method of data analysis, such as curve fitting, without relying on any assumptions 

about the underlying processes in generating the data (Richard, 2004).

	 2) Exponential smoothing method. In statistics, exponential smoothing refers to a particular 

type of moving average technique applied to time-series data, either to produce smoothed data 

for presentation or to make forecasts. The time-series data are a sequence of observations. The 

observed phenomenon may be an essentially random process, or an orderly, but noisy, process. 

Exponential smoothing is commonly applied to financial markets and economic data, but it can be 

used with any discrete set of repeated measurements. The raw data sequence is often represented 

by Xt, and the output of the exponential smoothing algorithm is commonly written as St which may 

be regarded as our best estimate of what the next value of Xt will be. When the sequence of 

observations begins at time t = 0, the simplest form of exponential smoothing is given by the formula 

where “α” is the smoothing factor, and 0 < α < 1. Intuitively, the simplest way to smooth a time
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series is to calculate a simple, or unweighted, moving average. The smoothed statistic St is then 

just the mean of the last k observations: where the choice of an integer k > 1 is arbitrary. A small 

value of k will have less of a smoothing effect and be more responsive to recent changes in the 

data, while a larger k will have a greater smoothing effect, and produce a more pronounced lag in 

the smoothed sequence. One disadvantage of this technique is that it cannot be used on the first 

k-1 term of the time series. A slightly more intricate method for smoothing a raw time series Xt is to 

calculate a weighted moving average by first choosing a set of weighting factors and then using 

these weights to calculate the smoothed statistics St.

	 In practice the weighting factors are often chosen to give more weight to the most recent 

terms in the time series and less weight to older data. This technique has the same disadvantage 

as the simple moving average technique; it entails a more complicated calculation at each step of 

the smoothing procedure. The simplest form of exponential smoothing is given by the formula where 

“α” is the smoothing factor, and 0 < α < 1. In other words, the smoothed statistic St is a simple 

weighted average of the latest observation Xt and the previous smoothed statistic St-1. Simple 

exponential smoothing is easily applied and it produces a smoothed statistic as soon as two 

observations are available. Values close to unity have less of a smoothing effect and give greater 

weight to recent changes in the data, while values closer to zero have a greater smoothing effect 

and are less responsive to recent changes. There is no formally correct procedure for choosing a. 

The statistician might use a judgment to choose an appropriate factor. Alternatively, a statistical 

technique may be used to optimize the value of a. For example, least squares might be used to 

determine the value of which the sum of the quantities (Sn-1- Xn)
2 is minimized. The simple form of 

exponential smoothing is also known as “Brown’s exponential smoothing” and as an “exponentially 

weighted moving average”. Technically it can also be classified as an ARIMA (0,1,1) model with 

no constant term. In other words, as time passes the smoothed statistic St becomes the weighted 

average of a greater number of past observations Xt-n, and the weights assigned to previous 

observations are in general proportional to the terms of the geometric progression {1, (1-α), (1-α)2, 

(1-α)3,…}. A geometric progression is the discrete version of an exponential function (this is where 

the name for this smoothing method originated from). The simplest form of exponential smoothing 

is as follows:
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	 S0=X0, and

	 St= αXt+(1-α)St-1

where α is the smoothing factor, and 0 < α < 1. To choose α by starting from 0.01 and continuing, 

each α calculates the value of St+m because St+m=St+0+St; also, finding MSE. After that comparing 

all MSE values and choose α value that gives the lowest MSE.

	 3) Holt's linear exponential method. Holt's linear exponential is suitable to the data that 

the trend of movement is linear form including up and down smoothly as follows:

	 St+m=at+      t

where	 at=αXt+(1-α)St-1

	    t=   (at+at-1)+(1-   )   t-1

	         observed value of X at time t 

	         exponential that value is between 0 and 1

	         trend that value is between 0 and 1

	         forecasting time period

	 Holt’s method uses two parameters in exponential that are α, 0 < α < 1 and   , 

	      which predictors must define these values and define the starting point of at and βt.

	 4) Box’s Jenkins method.  The Box-Jenkins approach was described in a highly influential 

book by statisticians George Box and Gwilym Jenkins in 1970. The method provides a convenient 

framework that allows an analyst to review the data and find an appropriate statistical model that 

can be used to help answer relevant questions about the data. It involves identifying an appropriate 

ARIMA process which is used for forecasting, fitting it to the data, and then using the fitted model 

for forecasting. One of the attractive features of the Box-Jenkins approach is that it is usually 

possible to find a process which provides an adequate description to the data. The original 

Box-Jenkins modeling procedure involves an iterative three-stage process of model selection, 

parameter estimation and model checking. This is a complicated method and needs specialized 

expertise in data analysis. However it gives a higher accuracy than others in short-term prediction 

(Newbold and Granger, 1974). Recent explanations of the process often add a preliminary stage 

of data preparation and a final stage of model application or forecasting (Makridakis, Wheelwright 

and Hyndman, 1998).
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Data

	 Time-series data of RSS3 in the futures market of the daily and monthly data were collected. 

The rubber prices in time series were used for plotting graph checks for moving characteristics. 

The paper sets the period of time series in each type as 2 phases: 1) daily rubber price time series 

is divided into 5 sizes of 15, 30, 50, 75, and 100 days, and 2) monthly rubber prices are divided 

into 4 sizes as 30, 50, 75, and 90 months. The analysis of daily and monthly prices would provide 

an insight information to support buying and selling decisions in short and long periods. 

	 The paper also seeks the appropriate forecasting methods for 5, 10, 15 day periods and 

3, 5, 12 months. For daily rubber price data, the Exponential method, the Holt’s method, and the 

Box’s – Jenkins method are applied for the forecasting; and the decomposition method for monthly 

rubber price. Each value of prediction method is compared to the true value and calculates the 

mean squared error (1) or MSE1
1 of each one along with the number of data as 15, 30, 50, 75, and 

100 for daily price and 30, 50, 75, and 90 for monthly price. The forecasting is based on 15 values 

of the latest day period for daily and 12 values for monthly. Then the results are compared with the 

true value of the benchmark period. The MSE2
2 are calculated for the periods of 5, 10, and 15 days 

including 3, 5, and 12 months. The model of rubber price for monthly time series is constructed by 

studying the variables that affect the rubber price via regression from the year 1998 through 2006. 

The key variables are time, historical monthly rubber prices, the world’s total production of natural 

rubber, the quantity of natural rubber used in Japan, quantity of imports of natural rubber for Japan, 

quantity of synthetic rubber used in Japan, quantity of producing synthetic rubber in Japan, quantity 

of synthetic rubber in stock for Japan, and quantity of natural rubber in stock for Japan. The paper 

also constructs the model in order to examine the variables affecting rubber prices. It considers 

the period when the trend in rubber price is influenced by expansion or recession as well as business 

cycle index. This is done by graph analysis showing the relations between monthly rubber price 

and quantity of variables.
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Results and Discussion

	 The section presents the results on determining the most suitable forecasting model for 

the movement of rubber prices in the futures market and the proper number of data including the 

period of future forecast that gives the least mean squared error. The variables are examined with 

the view of determining the rubber futures price that can help guide, plan, and control rubber price 

thereby making it less volatile. The last part presents the trends of rubber prices using the relationship 

between rubber prices and the leading indicator variables.

Relationship between Data and Factors of Daily Time Series

	 Autocorrelation (ACF) and partial autocorrelation (PACF) analyses show that ACF went 

downward when k value increased. This suggests that the spot price depends on the futures price. 

The past information of daily rubber price can be used to predict the future rubber price. The test 

on trend and seasonal time series showed that the daily time-series data indicated upward or 

downward movement (i.e. price volatility is evident) while the seasonal data did not indicate any 

movement. 

	 Table 1 shows that the model of exponential third pattern explained the time series of 

daily rubber price with the highest R-square value (86.3 percent). Using the same testing technique 

for monthly data the results reveal the same ramifications as that of daily data. This means that the 

past information of monthly rubber price can be used to predict the future rubber price.

Suitable Size of the Models

	 The study also found that the daily time series did not have seasonal movement but had 

time trend.  Thus the suitable forecasting model is SES, HOL, and AR or Box’s Jenkins. The MSE1 

values for various sizes of time series and models were estimated and then compared (Table 2).
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	 Table 2 shows that the SES model gave the lowest MSE1 value at time-series size of 15 

days (0.167) and so do the HOL model. The highest was of 100 days (6.290). The average for MSE1 

was 2.779, but HOL average was 2.985. BOX also gave the lowest MSE1 in the size 15 days, but 

the difference was only 0.146. The highest values had a similar result except that the average was 

2.775. The average values of MSE1 show that the lowest MSE1 was for the case of 15 days (0.160). 

This suggests that daily rubber prices used for predicting should be collected within 15 days. The 

true values and predicting values of 15 days future forecast classified by methods are presented 

in Table 3.

Table 3 True price values
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	 In Table 4, MSE2 shows that Box-Jenkins gave the lowest average value on MSE2 which 

is 0.198, which suggests that this model should be used for daily forecasting and integrated with 

SES and HOL. Thus, it can be concluded that a short time-series period would give a more 

accurate forecasting than a long time-series period.

	 For monthly time-series data, SES, HOL, ARIMA, and DEC were used. These models are 

suitable for long period forecast as recommended by Makridakis, Wheelwright, and McGee (1983). 

MSE1 were then re-estimated based on these models as the results shown in Table 5.

	 From Table 5, it can be noted that the lowest MSE1 was the size of time series in 50 months 

with a value of 13.85. Therefore, the collection of data for monthly rubber price should be done 

within 50 months. The true values and predicting values of 12 months future forecast classified by 

methods are presented in Table 6. Choosing the least error on time series to forecast the result 

can be guided by the results shown in Table 6.
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	 The MSE2 values in Table 7 shows that SES, HOL, and AR gave the lowest MSE2 (13.330). 

This suggests that any of these methods could be used for monthly forecasting. It can also be 

concluded that a short time-series period would give a more accurate forecasting than a long 

time-series period.

Table 6 True price values
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Factors Affecting the RSS3 Futures Price

	  To find the factors affecting the movement of monthly rubber futures price, multiple 

regressions was carried out on all data collected since January 1999 until December 2007. The 

dependent variable is RSS3 futures price AFET on monthly (PRICE). The independent variables 

are: time, RSS3 futures price AFET on monthly rubber price backward in one month (PRICE_1), 

exchange rate between Thailand and U.S., exchange rate between Japan and U.S., quantity of 

consuming natural rubber of the world, quantity of net imports natural rubber in China, quantity of 

net imports natural rubber in Japan, quantity of stock natural rubber in Japan, quantity of consuming 

syntactical rubber of the world, quantity of net imports syntactical rubber in China, quantity of net 

imports syntactical rubber in Japan, quantity of stock syntactical rubber in Japan, and oil price 

(OIL). The regression analysis show that only two variables affected monthly rubber futures prices 

as follows:

	 PRICE	 =	 -2.412+0.911(PRICE_1) +0.087(OIL)

			   (-0.369)        (37.696)**       (3.446)**

R-square = 0.997					    Adjusted R-square = 0.996

Durbin Watson = 0.902				    F-statistic = 2119.164

Note: The numbers in blankets are t-statistic and ** is significant at 0.01.

	 The results from the multiple regression analysis were then used for the comparison of the 

true value with the predicted value as in Table 8.
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Price Movement and Estimation of the Proper Period

	 Choosing the variables that are expected to be used as the leading indicators for monthly 

rubber futures prices, a bar chart was used to compare the relationship with the movement of 

monthly rubber futures price 108 months starting from year 1999 through year 2007. The variables 

are: 1) quantity of imports of natural rubber in Japan, 2) quantity of imports of synthetic rubber in 

Japan, 3) quantity of imports of natural rubber in China, 4) quantity of imports of synthetic rubber 

in China, 5) quantity of consumption of natural rubber in the World, and 6) quantity of consumption 

of synthetic rubber in the World.

	 The reference variable is RSS3 futures price one month forward AFET (in Thai Baht) showing 

the relationship of the movement as follows. From Figure 1 to Figure 6, each pair of the relationships 

is visually compared between the reference quantity imported and the rubber futures price. The 

quantity is normalized into price as for the comparison. This visual examination is aimed to find the 

expected leading indicator. The results reveal that the most appropriate future-leading indicator is 

the quantity of net imports of natural rubber in Japan. After this exercise, the last 10-month period 

of this future-leading indicator, starting from March to December 2007, is selected to analyze the 

future trend. The results are presented in Figure 7.
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	 Figure 7 shows that the trend slightly decreased from March 2007 and dropped to the 

lowest level in June 2007 for the net imports of natural rubber in Japan. This indicates that the 

smoothing drop of net imports in these four months pushed the rubber prices down during these 

months. However, the next period estimated the increase in prices, which indicated the recovering 

net imports of Japan from July to October 2007. This trend was in line with the true value, which 

increased from 64.22 in July to 72.50 THB/kg in October, except that in September (Table 9). The 

decrease in September may have been caused by the influence of JTEPA on the bilateral relationship 

between Japan and Thailand.

Conclusion

	 The analysis of the relationship of data for daily and monthly rubber futures prices from 

ACF and PACF shows that both daily and monthly rubber futures prices had relationships with past 

rubber futures prices. This implies that the period used for the study provides a trend that is useful 

for a technical analysis aimed at forecasting rubber prices. Studying the movement and the factors 

of time series also indicates that changes in daily period had an exponential 3rd time trend. 

A similar result is seen from changes in the monthly period. The forecasting analysis on time series 

also shows that the appropriate size for daily time-series would be 15 days and the suitable 

forecasting method would be the Box’s Jenkins method. The accuracy of forecast decreased with 

a longer time-series period. This clearly shows that the accuracy of predicting would be supported 

by a short period forecast, especially a five-day forward.

	 For monthly time series, the proper range would be 30 months and the suitable forecasting 

methods would be the Simple Exponential Smoothing, Holt’s Linear Exponential Smoothing, and 

Box’s Jenkins. SES method would be most appropriate to apply when the data pattern is horizontal. 

This is because there is neither cyclic variation nor trend in the historical data. The HOL method
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is used when the data exhibits both trend and seasonality. The Box’s Jenkins method changes with 

the movement of the time series, and a repeated investigation must be made each time the true 

data is created. According to the 30 months time series, the Box’s Jenkins method provides the 

least mean squared error at ARIMA.

	 It should also be noted that the more the period is expanded the less accurate the 

forecasting becomes. The best fit would be the three-month forward prediction, since the results 

show the least MSE. In selecting the most appropriate model for period in time series the paper 

considers variables from MSE1 and MSE2 findings which show that the movements were not in the 

same direction. Therefore, the best forecasting was derived from MSE2 that gave the least value. 

It also suggests that the monthly time series should not be used for forecasting by applying the 

decomposition method as the results show the highest MSE1 and MSE2. 

	 A visual cross examination of the figures of important variables, comparing between the 

reference price and the futures price, reveals that the quantity of net import of natural rubber in 

Japan can be used as a future-leading indicator.

	 This paper, however, does not compare the accuracy of the forecast. Using regression 

analysis, one should realize that it needs to predict the trend of independent variables before 

substituting values in the forecasting model. In addition, the variables that affect market mechanism 

always have a strong relationship. This could be explored in future study.

	 The frame of the study involves rubber prices in AFET only. Thus the analysis on fundamental 

factors by regression is suitable for Thailand because the quantities of imports and consumption 

by Japan, China, and the other markets will absolutely affect the rubber prices in Thailand. The 

knowledge from this paper can be useful for making buying and selling plans that mitigate the risks 

from the volatility of rubber prices. The findings would inform measures to control and make the 

rubber prices in Thailand more stable.
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