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Abstract 
 
Wireless sensor networks (WSNs) play an important role in numerous applications such as industrial automation, 
commercial, robotics, environmental monitoring, landslide detection, earthquake detection, transport and logis-
tics, and habitat monitoring. WSN clustering provides an efficient way to improve the network lifetime, through-
put, scalability, and packet delivery ratio. However, the performance of WSN is limited because of low-power 
battery-operated sensor nodes and improper positioning of the cluster heads (CHs) during cluster formation. This 
study presents a fuzzy c-means algorithm (FCM) for WSN clustering and an artificial bee colony (ABC) algorithm 
for optimal selection of CHs. The proposed ABC considers various factors for clustering, such as the energy Gini 
coefficient, CH energy balancing, inter- and intra-cluster distance, and CH load balancing factors. The proposed 
algorithm provides optimised cluster selection that provides better network lifetime and throughput than tradi-
tional FCM. 
 
Keywords: Artificial bee colony algorithm, Data aggregation, Fuzzy c-mean clustering, Wireless sensor net 
                    work 
 
1. Introduction 

 
Wireless sensor networks (WSN) are widely used in several industrial, commercial, and social applications 

owing to the vast Internet of Things. WSN is a group of homogeneous or heterogeneous sensor nodes distributed 
over a plane. It consists of a sensor node, processing unit, memory, transmitter, receiver, and battery. The lifetime 
of the network is usually short because it uses a low-power battery [1-3]. WSN distributed over a larger area 
requires the clustering of sensor nodes in the group to provide efficient routing and data aggregation. The selection 
of cluster head (CH) is crucial because it accepts data from the sensor nodes and transmits it to the base station. 
Often, CH is selected based on its position in the cluster, and chances are often given to a centrally located node 
irrespective of its energy, load balancing capacity, connectivity, and distance from the base station [4-7]. 

Previous studies have reported various clustering techniques for WSN data aggregation and routing. Raam et 
al [8] presented a study on a parallel ant colony optimisation (ACO) algorithm and k-means clustering algorithm 
for grouping sensor nodes to detect the optimal path in WSN routing; it provided a longer lifespan of the network 
and an efficient routing algorithm. Liu et al. [9] proposed an unsupervised clustering problem based on the ACO 
algorithm, wherein they used ACO with a stochastic best solution, kept-ESacc. Gupta et al. [10] proposed an 
adapted version of the ACO base low-energy adaptive clustering. hierarchy (LEACH) clustering algorithm for 
effective CH selection. In their work, data transmission took place in three phases: from the sensor node to the 
CH, from the CH to the cluster leader, and from the cluster leader to the base station (BS). This resulted in an 
improvement in the average energy consumption. However, they did not consider data redundancy, which affects 
data aggregation. Aadil et al. [11] proposed a clustering-based ACO for vehicular ad hoc networks (VANETs; 
CACONET) for clustering; they performed extensive experimentation by varying the network size, sensor nodes, 
coverage area of the network, sensor node’s transmission range, speed, and direction of the VANET nodes. The 
performance of the CACONET algorithm was compared with that of the multi-objective particle swarm algorithm 
and clustering algorithm-based ACO. The proposed algorithm outperformed the other algorithms. Yang et al. [12] 
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presented an ACO along with a dynamic clustering-based multipath routing protocol (MRP) for burst event mon-
itoring in a reactive WSN to maximise the sensor network lifetime and minimise energy consumption. In the MRP 
algorithm, CHs were selected based on the remaining energy, and multiple paths between the sensor node and CH 
were selected using ACO. This resulted in efficient data aggregation, better load balancing, maximised sensor 
network lifetime, and lowered energy consumption in the WSN. The authors found the parameter setting for the 
algorithm to be challenging and slower speech owing to parameter tuning. Many researchers have focused on 
clustering routing protocols for static and dynamic WSNs using various optimisation techniques. However, the 
performance of the algorithm is limited owing to cluster imbalance, heavy traffic toward CH, shorter network 
lifetime, huge data packet losses, and poor network performance under dynamic conditions [22-25]. Hence, there 
is a need to provide energy-efficient clustering to achieve high network throughput and longer lifetimes. 

This study presents WSN clustering for the clustering of sensor nodes to improve the network performance 
and lifetime. The major contributions of this study are summarised as follows: 

 
 Implementation of optimal CH selection using fuzzy C-means (FCM) and biologically inspired ABC algorithm  
based on several aspects such as energy Gini coefficient, CH energy balancing, inter- and intra-cluster distance, 
and CH load balancing factors.  
 The performance of the proposed algorithm was estimated based on the network throughput, lifetime, and packe 
delivery ratio. 
 The remainder of this study is organised as follows: Section 2 provides detailed information about the proposed  
clustering and CH selection strategy. Section 3 focuses on simulation results and a discussion of the results. Sec-
tion 4 provides a concise conclusion and future scope. 

 
2. Materials and methods 
 

The anticipated methodology comprises four main phases: initialisation, clustering, cluster selection, and data 
aggregation (Figure 1). The initialisation phase consists of network parameter initialisation, such as simulation 
area, several sensor nodes, base station position, sensor node energy, and locations, as well as initialisation of the 
radio model parameters such as the number of bits in the transmission frame, energy required for transmission 
and reception of a single bit, amplification factor, traffic pattern, and media access control protocol. 

 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 Flow diagram of the proposed system. 
 

In the clustering phase, an FCM clustering algorithm is used to form a cluster of sensor nodes having the same 
initial energy based on the position of the sensor node in the simulation area. FCM is a data clustering method in 
which raw data are categorised into clusters that provide the degree to every member node based on its distance 
from the centre of the cluster. The nodes closer to the centre of the cluster have a high degree, whereas those far 
away from the centre of the cluster have a lower degree. The degree of sensor nodes is used to compute the 
membership of sensor nodes to their respective clusters [13-14]. 

Initialise the sensor node set as X = {x1, x2, x3..., xn} and the set of centres of clusters as V = {v1, v2, v3..., 
vc}.  

Step 1: Arbitrarily choose ‘c’ cluster centres. 
Step 2: Compute the fuzzy membership uij using Equation 1. 
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μ୧୨ = 1 ෍(d୧୨ d୧୩)(ଶ ୫ିଵ)⁄⁄

ୡ

୩ୀଵ

൘  
  (1) 

Step 3: The fuzzy clusters 'vj' are computed usingμ୧୨ as given in Equation 2. 
 

                                       V୨ = ൭෍(μ୧୨)
୫x୧

୬

୧ୀଵ

൱ ൭෍(μ୧୨)
୫

୬

୧ୀଵ

൱൙ , ∀j = 1,2, … . . c 
 

               (2) 

 
Step 4: Repeat Steps 2 and 3 until the minimum 'J' value is achieved, or ||U(k+1) − U(k)|| < β.  
 
where k stands for the iteration step, U = (µij)n × c represents the fuzzy membership matrix, β signifies the 

termination condition between [0,1], and j defines the objective function. 
 

Further, the CHs are selected using an improved artificial bee colony (ABC) algorithm. The improved ABC 
considers the Gini coefficient, CH energy balancing, inter- and intra-cluster distance, and CH load balancing 
factors to improve the clustering and CH position. ABC is inspired by the biological phenomenon and was in-
vented by Dervis Karaboga in 2005. It involves three sets of bees: employed, onlooker, and scout bees [15-16]. 

Employed bees: These bees search for food sources.  
Onlooker bees: These reside in the nest and make food source selection decisions using the waggle dance.  
Scout bees: These are reserved bees that search for food in a random direction when employed bees are aban-

doned.  
The number of employed bees was set to be the same as the number of food sources around the hive. Employed 

bees whose food source is finished become scout bees. The ABC algorithm is illustrated in Figure 2. 
ABC initially creates an arbitrarily dispersed population with possible SN solutions that are analogous to food 

sources.  
Let x be the initial population, where i = 1, 2, 3…, SN 
where 
X୧: i

୲୦ food source in the population  
SN signifies the swarm size (food sources)  
Onlooker bees search the food based on the probability function given in Equation 3.  

 

                                                                  𝜌୧ =
୤୧୲౟

∑ ୤୧୲౤
౏ొ
౤సభ

                                                                                (3) 

 
Here, fit୧ is the fitness of i୲୦ the solution, which is proportional to the nectar quantity of the food source at 

position i. 
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 Flochart of the proposed ABC-based CH selection algorithm. 

 
The fitness function for CH selection is designed as follows, based on energy Gini coefficient, CH energy 

balancing, inter- and intra-cluster distance, and CH load balancing factors, as given in Equation 4. Here, d୧୩ is the 
distance between CH and BS, C୧ is the connectivity of a node (number of neighbouring nodes connected to a 
particular node), and RE represents residual energy. The weight factors wଵ, wଶ, wଷ, and wସ are selected as 0.2, 
0.3, 0.3, and 0.2, respectively, such that wଵ + wଶ + wଷ + wସ = 1.  
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                                      fit୧ = wଵ ∗ fଵ + wଶ ∗ fଶ +  wଷ ∗ fଷ +  wସ ∗ fସ   (4) 

The fitness function fଵ is related to the Gini coefficient, which indicates the energy distribution equilibrium in 
the cluster. A generalised Gini coefficient provides the degree of uneven income for the population, as represented 
by equation 5. This equation is adopted to characterise cluster balancing, as given in Equation 6. 

 

                                        G =
ଵ

ଶ୬మஜ
∑ ∑ หx୧ − x୨ห

୬
୨ୀଵ

୬
୧ୀଵ                             (5) 

 
where n is the total population in the region, x୧ is the earnings of the i୲୦ person, x୨ represents the earnings of 

the j୲୦ person, and μ is the average earnings of the population in the region. 
 

                            Eୱ(ୋ) =
ଵ

ଶ୬୳୫మ(ୱ)୉౗౬౛(ୱ)
∑ ∑ |E(i) − E(j)|

୬୳୫(ୱ)
୨ୀଵ

୬୳୫(ୱ)
୧ୀଵ                                     (6) 

 
where Eୱ(ୋ) is the energy Gini coefficient of the s୲୦   cluster, num(s) is the number of sensors in the s୲୦ cluster, 

Eୟ୴ୣ(s) is the average remaining energy of the s୲୦ cluster, and E(i) signifies the residual energy of node i. 
 
The standard deviation of the Gini coefficient was computed using Equation 7. A lower value of Eୱ indicates 

that the energy balance is similar in the cluster and can be used to form an effective cluster. 

                            E஢ = ට
∑ (୉(ୱ)ି୉౗౬౛଴)మౡ

౩సభ

୩
                                                                       (7) 

where K represents the total CHs of the present network, E(s) is the residual energy of the s୲୦ cluster, Eୟ୴ୣ is 
the average residual energy of each cluster, and E஢ represents a measure of the degree of distribution of Eୱ(ୋ)of k 
clusters. 

 
The fitness function corresponding to the Gini coefficient is given in Equation 8. 
 

                                              fଵ =
ୣౡ

୏
. E஢                                                                                        (8) 

 
The fitness function fଶ corresponds to CH energy balance (fଶଵ) and CH energy proportion (fଶଶ), as given in 

Equations 9 and 10. The overall fitness function represents the energy balance degree and energy ratio of CHs, as 
given in Equation 11. 

                                     fଶଵ = 1 − [
ଵ

୩
∑ (

୉ిౄ(ୱ)

୉౗౬౛(େୌ)
)ଵିக]ଵ ଵିக⁄୩

ୱୀଵ                                                      (9) 

where k is the total CHs in the network, Eେୌ(s) is the residual energy of the s-th CH, Eୟ୴ୣ(CH) denotes the 
average residual energy of the CH, and ε characterises the disparity aversion parameter, which is 0.5. A lesser fଶଵ 
depicts better energy balance between the CHs. 
 
                                          fଶଶ =

∑ ୉(୧)౤
౟సభ

∑ ୉ిౄ(ୱ)ౡ
౩సభ

                                                                                (10) 
 
n is the number of surviving nodes in the existing network, E(i) is the total energy of the current network, and 

ECH(s) is the total residual energy of the CHs. 
 
                                              fଶ = ωଵfଶଵ + ωଶfଶଶ                                                                          (11) 

 
The fitness function fଷ is subjected to the sum of the distance between all CHs (fଷଵ) and the total distance 

between the node and its corresponding CH (fଷଶ), as given in Equations 12, 13, and 14. A larger (fଷଵ) denotes 
that the clusters are evenly distributed. A smaller value of (fଷଶ) indicates that the distance between nodes and CH 
is lesser than is used to indicate the compactness of the cluster.  
 

                                                                     fଷ =
୤యమ

୤యభ
                                                                                                                                                                    (12) 

 
                                                                   fଷଵ = ∑ ∑ dେୌ(s, m)୩

୫ୀୱାଵ
୩ିଵ
ୱୀଵ                                                                    (13)                                                                                    
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                                                                   fଷଶ = ∑ ∑ dେ୒(i, j)
୬୳୫(୧)
୨ୀଵ

୩
୧ୀଵ                                                                       (14)                                                 

 
Fitness function fସ is based on load balancing in CH, which is computed using Equations 15-18. For WSNs, 

balancing the load of the CHs is critical. CHs must undertake additional operations and spend more energy than 
their members. As a result, lowering the load on the CH can significantly increase the network speed. The load 
on the CH corresponds to the number of members in the cluster. 
 

                                                          numୟ୴ୣ =
୬ି୩

୩
                                                                                             (15)                         

 
                                                             Th୫ୟ୶ = numୟ୴ୣ +

୬୳୫ౣ౗౮ି୬୳୫ౣ౟౤

୩
                                                       (16) 

 
                                                             Th୫ୟ୶ = numୟ୴ୣ +

୬୳୫ౣ౗౮ି୬୳୫ౣ౟౤

୩
                                                       (17) 

 
                                                                     fସ = (

୬୳୫ౣ౗౮ି୬୳୫౗౬౛

୬୳୫ౣ౗౮
)

୬୳୫౞ି୬୳୫౫

୩
                                                   (18) 

 
Here, numୟ୴ୣ represents the average count of sensor nodes in each cluster, num୫ୟ୶ and num୫୧୬ depict the 

count of sensor nodes in the largest and smallest clusters, num୦ characterises several clusters with a greater num-
ber of sensor nodes than Th୫ୟ୶, and num୳ is the number of clusters with fewer sensor nodes than Th୫୧୬. 

It produces a new solution (position) from the old one in memory (position update equation for jth direction 
of the ith candidate) using Equation 19. 
 
                                                                        v୧୨ = 𝜒୧୨ + ∅୧୨(χ୧୨ − 𝜒୩୨)                                                                       (19)             
 
where  

• ∅୧୨ (χ୧୨ − 𝜒୩୨) is called step size and (i≠ k) 

• k€ (1,2,......SN)  

• j€ (1,2,......D)  

• ∅୧୨ : random number within [-1, 1] 
 

If the position bees remain un-updated for a predefined duration (limit), then the food source χ୧ is abandoned. 
 
3. Results and discussion 
 

The proposed system is simulated using MATLAB R2018b on a Windows environment using a personal co-
puter with 8 GB RAM and a Core i5 processor with 2.64 GHz speed. The network parameters and specifications 
are listed in Table 1. Results of  FCM and FCM-ABC for WSN clustering and CH selection are presented in 
Figure 3. 

 
Table 1 System and network parameters and specifications. 

System Parameter  Specifications 
Number of Node  50,100,200,300,…500 
Node Position Fixed and Mobile 
Simulation Area 100 m × 1000 m 
Base Station Position Fixed and Mobile 
Initial Energy (Eo) 2 J 
MAC Protocol 802.11 
Traffic Patterns Constant Bit Rate (CBR) 
Threshold Distance (do) 

ටE୤౏
∕ E୫ౌ౏

 

Energy Dissipated Per Bit (Eelec) 50 nJ/bit 
Receiver Power Dissipation (ERX) 50 nJ/bit 
Transmission Power Dissipation (ETX) 50 nJ/bit 
Amplification Factor for Moltipath (Emp) 0.0013 pJ/bit/m4 
Amplification Factor for Free Space (Efs) 10 pJ/bits/m2 
Message Bit (K) 2000 bits 
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Figure 3 Simulation performance of proposed algorithm: (A) Network scenario for N=100, and (B) Clustering 
and CH optimization using FCM-ABC, (C) packet transmitted to CH, (D) Residual energy, (E) Energy dissipation, 
and (F) Packet transmittion to BS. 
 

Table 2 provides information regarding network packet delivery for FCM and FCM-ABC for different nodes 
over a simulation area of 1000 m × 1000 m. An FCM-ABC shows significant improvement over the FCM for 
data transmission toward the base station.  

The experimental results show that optimal selection of CH improves the network lifetime, resulting in higher 
packet throughput for CH and BS and higher residual energy. The variability in the number of nodes indicates 
that the proposed algorithm can perform efficiently in dense networks. 

In recent years, machine and deep learning have attracted more attention for various signal processing and 
data analytics applications such as face recognition, speech recognition, and object detection. Deep learning algo-
rithms have shown significant improvement over the traditional benchmark methods in terms of their perfor-
mance. However, deep learning has rarely been addressed in WSN applications for routing, clustering, and data 
aggregation [17-21]. In the future, deep learning schemes can be presented for WSN clustering, routing, and data 
aggregation to improve the performance. 

 

(E) (F) 

(A) (B) 

(D) (C) 
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Table 2 Network Packet delivery performance. 
Algorithm Number of node  Total packet transmitted 

to base station 
The total inrail energy of 
the network (J) 

 100   80   200  
 200 180   400  
FCM 300 270   600  
 400 380   800  
 500 513 1000  
 100   95   200  
 200 192   400  
FCM-ABC 300 284   600  
 400 421   800  
 500 586 1000  

 
4. Conclusion 
 

This study presents optimal clustering and CH selection using FCM and an improved ABC optimisation algo-
rithm to tackle the problems of low energy efficiency and poor network lifetime of WSN. Cluster selection was 
based on connectivity, distance from the base station, residual energy, and position in the cluster. It has shown 
significant improvement over centralised CH selection using the FCM algorithm for various network density and 
scalability conditions. The proposed algorithm can provide better performance in real-time scenarios because of 
its adaptability to environmental changes. In the future, the performance of the proposed scheme will be validated 
using real-time mobility models of WSNs. 
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