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บทคัดยอ
งานวิจัยครั้งนี้มีจุดประสงคเพื่อศึกษาวิธีการระบุตำแหนงของอุปกรณไรสายภายในบริเวณอาคาร โดยใช

อลักอรธิมึการทำเหมอืงขอมลู ไดแก ตนไมการตดัสนิใจ (Decision Tree) นาอฟีเบส (Naive Bayes) โครงขายประสาท
เทยีม (Artificial Neural Network) และเค-มนี (K-Means) โดยอาศยัความแรงของสญัญาณคลืน่วทิยจุาก 2 ตวัสงสญัญาณ
ในการระบตุำแหนงของอปุกรณรบัสญัญาณทีอ่ยภูายในอาคาร เพือ่เปรยีบเทยีบหาอลักอรธิมึทีม่ปีระสทิธภิาพเหมาะแก
การนำไปพัฒนาตอยอดในการพัฒนาซอฟตแวรระบุตำแหนงภายในอาคาร โดยในการเปรียบเทียบประสิทธิภาพ
เราคำนงึถงึความถกูตองของการจำแนกตำแหนงจากขอมลูความแรงสญัญาณของอปุกรณไรสายทีว่ดัได ความเทีย่งตรง
ของระยะทางที่จำแนกได ความซับซอนของการสรางแบบจำลองเพื่อการจำแนกตำแหนง และผลกระทบของจำนวน
ขอมลูทีใ่ชในการเรยีนรตูอผลลพัธของการจำแนกตำแหนง ผลทีไ่ด คอือลักอรธิมึตนไมการตดัสนิใจ และนาอฟีเบสที่
มีความถูกตอง ความเที่ยงตรง และมีความเร็วเปนที่ยอมรับได เหมาะที่จะนำไปพัฒนาเพื่อสรางซอฟตแวรการระบุ
ตำแหนงตอไป

Abstract
This research aims to study wireless device indoor positioning methods by using machine learning algorithms,

i.e; Decision Tree, Naive Bayes, Artificial Neural Networks, and K-Means by exploiting signal strength from 2 access
points. The performance comparison is done in terms of accuracy of classification of positions, precision of distance
classified, complexity of distinguish modeling, and effects of classification of positions on results from quantity of
learning data in order to find the suitable algorithm. The result of this study can suggest that the Decision Tree algorithm
and the Naive Bayes algorithm are suitable for future indoor-positioning software development.

คำสำคญั: การระบตุำแหนงภายในอาคาร การทำเหมอืงขอมลู การเรยีนรขูองเครือ่ง
Keywords: indoor positioning, data mining, machine learning



  ☺  

1. บทนำ
การระบตุำแหนงมสีวนสำคญักบัการอำนวยความ

สะดวกในการใชชวีติในยคุใหม ปจจบุนัการระบตุำแหนง
ทีบ่รเิวณกลางแจงสามารถทำได และมเีครือ่งมอืเปนทีย่อมรบั
เชน ระบบจพีเีอส (GPS: Global Positioning System) ซึง่
นำไปสูประโยชนหลากหลายดวยกัน เชน การนำทางใน
การเดินทางไปในที่ใหม การระบุตำแหนงเพื่องายตอการ
อางอิง รวมไปถึงความสามารถในการบริการเชิงพื้นที่
(Local Based Services) ที่จะเปนประโยชนและอำนวย
ความสะดวกสบายมาสกูารใชชวีติมากขึน้ Liu และคณะ(1)
ไดกลาววา ปจจุบันการระบุตำแหนงในบริเวณภายใน
อาคารยงัทำไดไมดถีงึจนเปนทีย่อมรบั ในเรือ่งความเทีย่ง
ตรงและความงาย เปนเพราะภายในอาคารเกดิการสะทอน
สอดแทรก และเบีย่งเบนของคลืน่สญัญาณ อนัเนือ่งมาจาก
สภาพแวดลอมภายในอาคาร ซึ่งเครื่องมือระบุตำแหนง
อยางจีพีเอส ไมสามารถใชบริเวณภายในอาคารไดเพราะ
คลืน่สญัญาณระหวางเครือ่งรบัจพีเีอสและดาวเทยีมถกูขดั
ขวางโดยกำแพงของอาคาร จึงมีความคิดที่จะหาวิธีระบุ
ตำแหนงภายในอาคารขึน้มาหลากหลายวธิ ีโดยอางองิจาก
งานวจิยั (1-3) สามารถสรปุเปนกลมุได ดงันี้

ไตรแองกลูาชัน่(Triangulation) เปนวธิทีีม่กัจะตอง
ใชภาคสงอยางนอยสามแหลงในการระบุตำแหนง ซึ่งทั้ง
สามเสาอากาศนี้จะมีการปลอยสัญญาณคลื่นวิทยุออกไป
แลวสามารถคำนวณหาตำแหนงของอุปกรณไรสายจาก
ความแรงสัญญาณที่รับไดที่จุดที่อุปกรณนั้นตั้งอยู และ
สามารถตดิตัง้เครือ่งมอืพเิศษเพือ่หามมุของวตัถเุพือ่ใชชวย
ในการระบตุำแหนงโดยอางองิมมุและระยะทางกบัเสาสง
เพือ่การระบตุำแหนงทีม่คีวามแมนยำยิง่ขึน้ แตขอเสยีของ
วธินีีค้อืมคีาใชจายสงู และขอบเขตของระบตุำแหนงขึน้อยู
กบักำลงัในการสงของเสาสงสญัญาณ

การใชฮารดแวรเฉพาะ เปนวิธีที่สรางเครื่องมือ
เฉพาะมาเพื่อระบุตำแหนงในบริเวณพื้นที่เฉพาะ ซึ่ง
ฮารดแวรจะถูกปรับแตงเพื่อใหเหมาะสมกับการระบุ
ตำแหนงบรเิวณนัน้ โดยที ่ Mautz (4) ไดยกตวัอยาง เชน
จีพีเอสเทียม (Pseudo GPS) เลเซอรแทรคเกอร (Laser
Tracker) เลเซอรอินฟราเรดความแมนยำสูง (Resection
Infrared Laser) ซึง่มคีวามแมนยำสงูแตกม็คีาใชจายสงูเชนกนั

การใชความแรงสญัญาณ (Signal Strength) หลกัการคลาย
ไตรแองกูลาชั่นที่เปนการหาระยะทางโดยใชการลดทอน
ของความแรงสัญญาณ หรือจะใชเปรียบเทียบความแรง
สัญญาณกับตำแหนงอางอิงเพื่อบอกตำแหนงซึ่งวิธีนี้มัก
จะเนนที่อัลกอริธึมในการระบุตำแหนง การใชความแรง
สัญญาณจึงเปนวิธีที่มีคาใชจายต่ำกวาสองวิธีที่กลาวถึง
กอนหนานี้

บทความนีจ้ะอางถงึการระบตุำแหนงโดยใชความ
แรงสญัญาณ โดยจะใชวธิฟีงเกอรพริน๊ติง้ (Finger Printing)
ทีด่ดัแปลงจากการทดลองของ Mok และ Retscher (3) โดย
สรางแผนที่ความแรงสัญญาณ (Radio Map) แลวใช
อลักอรธิมึการทำเหมอืงขอมลูระบตุำแหนงจากสญัญาณที่
รบัได โดยคำนวณจากขอมลูสญัญาณทีอ่ยใูนแผนทีค่วาม
แรงสญัญาณนัน้ โดยจะเปรยีบเทยีบกนัในแงตางๆ ระหวาง
4 อลักอรธิมึ คอื อลักอรธิมึทีใ่ชในการจำแนก (Classification)
ไดแก ตนไมการตัดสินใจ (Decision Tree) นาอีฟเบส
(Naive Bayes) โครงขายประสาทเทยีม (Artificial Neural
Network) และอลักอรธิมึทีใ่ชในการแบงกลมุ (Clustering)
คือ เค-มีน (K-Means) ซึ่งทั้งสองแตกตางกันตรงที่การ
จำแนกเปนการเรยีนรแูบบมผีสูอน (Supervised Learning)
แตการแบงกลมุเปนการเรยีนรแูบบไมมผีสูอน (Unsuper-
vised Learning) โดยจะแตกตางกันดวยขั้นตอนของการ
เรียนรู (5) แตในงานนี้จะใชเค-มีนในการจำแนกซึ่งเปน
การเรยีกวาการจำแนกโดยอาศยัการแบงกลมุ (Classification
Based Clustering) เมื่อเปรียบเทียบจึงขอใชคำวาจำแนก
แทนทัง้หมดเพือ่ใชในการระบพุืน้ที ่ซึง่ทัง้ 4 อลักอรธิมึนี้
เปนทีน่ยิมในการใชระบตุำแหนง (2) โดยไดเปรยีบเทยีบ
อัลกอริธึมเพื่อระบุตำแหนงในหัวขอของความถูกตอง
ความเทีย่งตรง ความซบัซอน และความยดืหยนุ งานวจิยั
นี้จึงตองการจะเปรียบเทียบถึงขอดีหรือขอเสียในหัวขอ
ตางๆ เพือ่ใชในการอางองิและพฒันาในงานอืน่ตอไป

2. วธิกีารวจิยั
ในการทดลองไดทำการทดลองภายในหองซึ่งมี

ความกวาง 6 เมตรและยาว 12 เมตร เพดานสงู 2.8 เมตร
โดยในการทดสอบนี้ไดวางเสาสงสัญญาณไวชิดผนังเพื่อ
จะไดคำนวณดานเดียวของสัญญาณที่แผออกจะทำใหลด
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ปญหาตำแหนงอางอิงมีความแรงสัญญาณเหมือนกันได
โดยวางเสาสงสญัญาณชดิกำแพงทีร่ะยะทางเมตรที ่1 และ
เมตรที่ 11 ตามลำดับ จากนั้นทำการเก็บขอมูลความแรง
สัญญาณที่จุดตางๆ ภายในบริเวณ 3 x 10 ตารางเมตร
ระหวางระยะทางจากเสาทั้งสอง 10 เมตร ดังรูปที่ 1 ได
ตวัอยางขอมลูทัง้หมด 3,000 ตวัอยาง

โดยทำซ้ำ 10 ครัง้ ทำใหไดขอมลู 10 ชดุ ชดุละ 300
ตวัอยางขอมลู โดยจะใชวธิกีารทำ10-โฟลดครอสวาลเิดชัน่
(10-fold cross-validation) ในการทดสอบประสทิธภิาพการ
จำแนกแตละชดุขอมลู ซึง่จะเปนขอมลูความแรงสญัญาณ
ทีร่บัไดในแตละจดุอางองิจากทัง้สองเสาสง โดยเมือ่ตรวจ
ดูคุณลักษณะของขอมูลแตละชุดจะมีลักษณะคลายกัน
ดงัตารางที ่1 แตจะตางกนัทีค่าเฉลีย่ (Mean) และสวนเบีย่ง
เบนมาตรฐาน (Standard Deviation) สวนตารางที ่ 2 เปน
ตวัอยางบางสวนของขอมลูทีใ่ช โดย RSS1, RSS2 คอื ความ
แรงสญัญาณจากเสาสงที ่ 1 และเสาสงที ่ 2 (หนวย dBm)
ID คอืตำแหนงของจดุอางองิทีใ่ชวดัสญัญาณ

เมื่อไดขอมูลที่จะใชในการเรียนรูของอัลกอริธึม
แลว Witten และคณะ (5) ไดแนะนำวา กอนจะนำขอมลู

ไปสอนอลักอรธิมึควรจะตองผานการเตรยีมขอมลูกอน ใน
การทดลองนีเ้ตรยีมขอมลูโดย ตรวจรปูแบบของขอมลูวา
เปนตัวเลขทั้งหมด หรือไม และตัดขอมูลที่มีคาผิดปกติ
(Outliers) ทีม่ากกวาหรอืนอยกวาขอมลูปกต ิ2 เทาขึน้ไป
และตัดขอมูลที่ไมสมบูรณออก จากนั้นนำไปประมวล
ผลดวยอลักอรธิมึแตละตวัทีม่กีารกำหนดคณุลกัษณะดงันี้

รปูที ่1 แสดงแผงผงัสถานทีท่ดลองและตำแหนงของจดุสงสญัญาณและจดุอางองิสญัญาณ

ตารางที ่1 แสดงคณุลกัษณะของกลมุขอมลูทีใ่ชในการทดสอบ

                        ประเภท คณุลกัษณะของขอมลู
จำนวนของคณุลกัษณะทีเ่ปนอนิพตุ 2 คณุลกัษณะ (2 เสาสญัญาณ)
คาสงูสดุของสญัญาณ -46 dBm
คาต่ำสดุของสญัญาณ -59 dBm
จำนวนของคลาสตำแหนงอางองิ 30 คลาส (ตำแหนงอางองิ)
จำนวนขอมลู 300 (10 ตวัอยางตอหนึง่ตำแหนงอางองิ)

ตารางที ่2 แสดงตวัอยางลกัษณะขอมลูทีใ่ชในการทดสอบ
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ตนไมการตดัสนิใจ (6) อาศยัหลกัการของเอนโทรป
(Entropy) ในการจำแนกขอมลูซึง่ในการทดลองใชตนไม
การตดัสนิใจแบบไอดทีร ี (ID3) ไมไดมกีำหนดคาในการ
ปรบัแตง (Configuration) แตตองผานการเตรยีมขอมลูมา
กอน โดยนำขอมลูทีไ่มสมบรูณออกจงึจะนำมาสรางตนไม
การตดัสนิใจได

นาอฟีเบส (7) ใชหลกัการทางดานความนาจะเปน
จำแนกขอมลูโดยไมไดมกีำหนดคาในการปรบัแตง แตตอง
ผานการเตรียมขอมูลมากอนเชนเดียวกัน

โครงขายประสาทเทียม (8) เปนแบบมัลติเล
เยอรเพอรเซปตรอน (Multi-layer Perceptron) ทีม่ชีัน้ซอน
(Hidden Layer) ตามที่ (5) แนะนำซึ่งเทากับจำนวนของ
คณุสมบตัิ (Attribute) ทีใ่ชในการคำนวณในทีน่ีค้อืจำนวน
ของเสาสงคือสอง คูณดวยจำนวนของคลาส (Class) คือ
สามสิบจุดอางทั้งหมดอิงสวนดวยสองตัวสงสัญญาณที่มี
อตัราการเรยีนร ู(Learning Rate) เทากบั 0.3 และมโีมเมน
ตัม้ (Momentum) เทากบั 0.2 ทีม่รีอบการเรยีนร ู500 รอบ

เค-มนี (9) มจีำนวนของกลมุทีจ่ะแบงกลมุ (Number
of Cluster) เทากบั 30 และมจีำนวนซดี (Seed) เทากบั 30 มี
รอบการทำงานเทากบั 500 รอบ

อัลกอริทึมทั้งหมดถูกดำเนินการโดยใชเครื่องมือ
วเิคราะหขอมลู ซึง่ซอฟตแวรทีใ่ชในการทดลองคอื เวกา
(WEKA : Waikato Environment for Knowledge Analysis)

ซึง่เปนซอฟตแวรทางดานการทำเหมอืงขอมลูทีเ่ปนทีน่ยิม
และมมีาตรฐานสามารถอางองิไดในงานวจิยั (5)

ในการทดสอบความสามารถในการจำแนกวธิหีนึง่
ทีเ่ปนทีน่ยิมใชคอืเทคนคิ เค-โฟลดครอสวาลเิดชัน่ (k-fold
cross-validation) หรอืเรยีกวาครอสวาลเิดชัน่ เปนวธิกีารวดั
ประสิทธิภาพในการจำแนกขอมูลของแบบจำลอง (10)
โดยพืน้ฐานของเทคนคินีค้อืการสมุตวัอยาง (re-sampling)
โดยเริม่จากแบงชดุขอมลูออกเปนสวนๆหรอืเรยีกวาโฟลด
(fold) และนำบางสวนจากชดุขอมลูนัน้มาทดสอบผลลพัธ
จากการทำนายขอมลูทดสอบของแบบจำลอง กรณกีารเลอืก
สมุขอมลูแบบความเทีย่งตรง k กลมุ เราจะแบงขอมลูออก
เปน k ชดุเทาๆกนั และทำการคำนวณคาความถกูตองจาก
การจำแนก k รอบ ในการทดลองนีใ้ช k เทากบั 10 ซึง่เปน
จำนวนทีเ่ปนทีน่ยิมใชหรอืเรยีกวา 10-โฟลดครอสวาลเิดชัน่
(10-fold cross-validation) โดยแตละรอบจะมกีารสรางแบบ
จำลองการจำแนกประเภทหนึ่งตัว จากขอมูลเรียนรู
k-1 ชดุ และใชขอมลูทดสอบ 1 ชดุ (ชดุทีไ่มไดนำมาเรยีน
ร)ู จากรปูที ่2 ในการทำงานรอบแรก ขอมลูในชดุที ่1 จะใช
เปนขอมลูทดสอบ สวนขอมลูในชดุที่ 2 ถงึ 10 จะนำมาใช
เปนชดุขอมลูสำหรบัการเรยีนร ูซึง่จะไดแบบจำลองจำแนก
ประเภท 1 ตวั ตอมารอบทีส่อง กจ็ะใชขอมลูในชดุที ่2 เปน
ขอมลูทดสอบ สวนขอมลูในชดุที่ 1 และ 3 ถงึ 10 จะนำมา
ใชเปนชดุขอมลูสำหรบัการเรยีนร ูซึง่จะไดแบบจำลองการ

รปูที ่2 แสดงขัน้ตอนการแบงขอมลูของ10-โฟลดครอสวาลเิดชัน่
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จำแนกประเภทอกี 1 ตวั จะมกีารทำงานลกัษณะนีไ้ปเรือ่ยๆ
จนถึงรอบที่สิบ จะใชขอมูลในชุดที่ 10 เปนชุดขอมูล
ทดสอบ สวนขอมลูในชดุที ่1 ถงึ 9 จะนำมาใชเปนชดุขอมลู
สำหรบัการเรยีนร ูและจะไดแบบจำลองจำแนกประเภทอกี
1 ตวั หลงัจากนัน้ทำการเฉลีย่ความถกูตองกจ็ะไดคาความ
ถกูตองหลงัทดสอบดวยวธิคีรอสวาลเิดชัน่

จากนั้นจะนำผลการจำแนกหลังทดสอบดวย
ครอสวาลเิดชัน่ไปทดสอบคณุสมบตัติางๆ เพือ่ใชในการวดั
ประสิทธิภาพของอัลกอริธึมทางดานการทำเหมืองขอมูล
ไดแก ความถกูตอง ความเทีย่งตรง ความซบัซอน และความ
ยืดหยุน ซึ่งมีรายละเอียดดังนี้

2.1) ความถกูตอง (Accuracy) จะวดัจากผลจากการ
จำแนกกบัคาจรงิวามคีาเหมอืนกนัหรอืไม จำนวนทีจ่ำแนก
ถกูจะถอืเปนความถกูตอง โดยจะทำการสอนอลักอรธิมึจาก
ขอมูลที่ใชสอน หลังจากนั้นจะนำไปทดสอบการจำแนก
กบัขอมลูความแรงสญัญาณทีเ่กบ็มาอกีสบิชดุ

2.2) ความเทีย่งตรง (Precision) คำนวณไดจากคาที่
จำแนกเปรยีบเทยีบกบัคาจรงิ โดยวดัระยะจากคาทีจ่ำแนก

ไปถงึคาจรงิโดยใชระยะทางยคูลดิ (Euclidean Distance)
แลวคำนวณคาเบีย่งเบนมาตรฐาน (Standard Deviation) ถา
คาเบีย่งเบนมาตรฐานมคีานอย จะแสดงถงึความเทีย่งตรงสงู

2.3) ความซบัซอน (Complexity) จะอาศยัคาเวลาการ
คำนวณ (Computing Time) โดยอางองิกบัคอมพวิเตอรที่
ทดสอบที่มีหนวยประมวลกลาง (CPU: Intel® CoreTM

i7-2635QM 2.GHz) และมหีนวยความจำ (RAM: 8 GB)
สำหรบัอางองิถงึเวลาในทีแ่ตละอลักอรธิมึใชในการเรยีนรู
2.4) ความยืดหยุน (Scalability) คือ ความสามารถระบุ
ตำแหนงไดถกูตองเมือ่พารามเิตอรของขอมลูเปลีย่นไป ซึง่
ในการศึกษานี้จะทำการลดจำนวนตัวอยางขอมูลที่ใชใน
การเรยีนร ูอลักอรธิมึทีย่งัมคีวามถกูตองมากทีส่ดุจะถอืวามี
ความยดืหยนุมากทีส่ดุ โดยทำการสมุลดตวัอยางคาสญัญาณ
จาก 10 ตวัอยางตอจดุอางองิ เปน 9, 7, 5, 3 และ 1 ตวัอยาง
ตอจดุตามลำดบั

จากขัน้ตอนดงักลาวทัง้หมดสามารถสรปุเปนแผน
ภาพดงัรปูที ่3

รปูที ่3 แสดงขัน้ตอนการทดสอบเพือ่เปรยีบเทยีบประสทิธภิาพอลักอรธิมึ
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3. ผลการวจิยัและอภปิราย
จากการทดสอบทัง้หมด 4 การทดสอบ โดยในการ

นำเสนอผลจะขอใชอักษรยอดังตอไปนี้เพื่อความสะดวก
ผลของตนไมการตดัสนิใจ เขยีนแทนดวย “DT” นาอฟีเบส
จะเขียนแทนดวย “BY” โครงขายประสาทเทียมจะเขียน
แทนดวย “NN” และ เค-มนีเขยีนแทนดวย “KM” และได
ผลการทดสอบดงันี้

จากรปูที ่4  ผลของการเปรยีบเทยีบความถกูตองใน
การจำแนกตำแหนง ในการทดลองนี้จะบอกถึงความ
สามารถที่จะจำแนกวาอุปกรณไรสายนี้มาจากตำแหนง
อางองิใด ซึง่จากรปูที ่4  จะเหน็ไดวาประสทิธภิาพในการ
จำแนกของอัลกอริธึมทั้งหมดมีคาใกลเคียงกัน แตมีขอ
สงัเกตคอื แทบทกุขอมลูในการทดลองนี ้NN จะมคีาความ
ถูกตองของการจำแนกนอยที่สุดตางจากแบบจำลองอื่น
อยางสามารถสงัเกตได

รปูที ่ 4 แสดงเปอรเซน็ตความถกูตองในการการจำแนกพืน้ทีข่องอลักอรธิมึทีใ่ชในการทดสอบ

การทดสอบความเที่ยงตรง ประเมินจากคาเบี่ยง
เบนมาตรฐานที่มีคานอยที่สุด ซึ่งคำนวณจากความเบี่ยง
เบนของระยะทางยูคลิดจากตำแหนงที่จำแนกเทียบ
ตำแหนงอางองิ จากตารางที ่ 3 จะสงัเกตไดวา KM แมวา
จะสามารถบอกจดุทีจ่ำแนกไดอยางถกูตองจำนวนมาก แต
เมื่อถึงกรณีที่จำแนกผิด ระยะทางที่จำแนกผิดของ KM
กลบัมคีาสงูกวาของ DT และ BY ดงันัน้จากนยิามทีใ่หไว
ในของความเทีย่งตรง KM จงึมคีวามเทีย่งตรงนอยทีส่ดุ

การทดสอบความความซับซอน ในการทดลองนี้
จะวดัความเรว็ในการสรางแบบจำลองของแตละอลักอรธิมึ
จากขอมลูเดยีวกนัและเครือ่งคอมพวิเตอรเดยีวกนั

จากตารางที่ 4 แสดงใหเห็นถึงความซับซอนทาง
การคำนวณของ NN ทีใ่ชระยะเวลามากกวาอลักอรธิมึอืน่
อยางเหน็ไดชดั แมกระทัง้ KM ทีก่ำหนดรอบของการเรยีน
รไูว 500 รอบ เหมอืนกบั NN แตกลบัใชระยะเวลานอยกวา
หลายเทาตวั อนัเนือ่งมาจากการหาคำตอบทีด่ทีีส่ดุไดแลวจงึ
หยดุการทำงานเรว็กวา NN แตอยางไรกต็าม DT กลบัเปน

อลักอรธิมึทีใ่ชเวลานอยทีส่ดุในการทดสอบนี ้เปนเหตมุา
จากกลไกลในการคำนวณของตนไมการตัดสินใจ
จะพิจารณาถึงจำนวนคุณลักษณะของขอมูล ถามีจำนวน
นอยจะทำใหคำนวณไดเร็วกวาจำนวนมาก ซึ่งในการ
ทดลองนี้มีแคสองคุณลักษณะคือขอมูลจากสองเสาสง
ทำใหมคีวามเรว็สงูกวาการคำนวณแบบอืน่ๆ

การทดสอบความยดืหยนุของอลักอรธิมึตอจำนวน
ขอมลู การทดสอบนีจ้ะเปลีย่นจำนวนของขอมลูตวัอยางที่
ใชสอน ซึง่จากการทดสอบทีผ่านมาจะใช 10 ตวัอยางตอ
หนึง่ตำแหนงอางองิจะลดเปน 9, 7, 5, 3 และนอยทีส่ดุคอื
1 ตามลำดบั ซึง่จะวดัผลกระทบทีเ่กดิขึน้จากคาความถกูตอง
ซึ่งผลที่ไดดังรูปที่ 5 จะเห็นไดวา ความออนไหวตอการ
เปลี่ยนแปลงของขอมูลมีคาตางกัน แบบจำลองในการ
จำแนกทัง้หมด เมือ่มจีำนวนตวัอยางตอพืน้ทีอ่างองิเทากบั
1 ไมสามารถจำแนกเลย แตเมือ่มจีำนวนตวัอยางตอพืน้ที่
อางองิเทากบั 3 อลักอรธิมึ DT BY KM มคีวามถกูตองใน
การจำแนกเปน 60 เปอรเซ็นต ในขณะที่ NN มีความ
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ถกูตองเพยีง 4 เปอรเซน็ตเทานัน้ เมือ่ม ี5 ตวัอยาง NN ถงึ
จะมีความถูกตองสูงขึ้นมาถึงประมาณ 50 เปอรเซ็นต
แตกย็งันอยกวาแบบจำลองอืน่เมือ่มขีอมลู 3 ตวัอยางอยดูี
แตพอมตีัง้แต 7 ตวัอยางเปนตนไป คาความถกูตองของการ
จำแนกของแตละแบบจำลองจะแตกตางกนันอยมาก ทำให

บอกไดแควาเมื่อจำนวนขอมูลมีคามากขึ้นแบบจำลอง
จำแนกจะคอยๆเพิม่ความถกูตอง แต NN มคีวามยดืหยนุ
นอยกวาแบบจำลองอื่น เพราะตองการจำนวนตัวอยาง
ขอมลูทีม่ากกวาในการจำแนกใหไดผลดเีทาแบบจำลองอืน่

ตารางที ่ 3 แสดงคาสวนเบีย่งเบนมาตรฐานของระยะทางทีจ่ำแนกไดกบัระยะทางอางองิ

              อลักอรธิมึ คาสวนเบีย่งเบนมาตรฐานของระยะ
ตนไมการตดัสนิใจ (DT) 1.72
นาอฟีเบส (BY) 2.24
โครงขายประสาทเทยีม (NN) 3.23
เค-มนี (KM) 4.32

ตารางที ่4 แสดงเวลาทีใ่ชในการคำนวณเพือ่สรางแบบจำลองของการจำแนกตำแหนง

             อลักอรธิมึ เวลาทีใ่ชคำนวณ (ไมโครวนิาท)ี
ตนไมการตดัสนิใจ (DT) 35
นาอฟีเบส (BY) 75
โครงขายประสาทเทยีม (NN) 22, 1522
เค-มนี (KM) 2,670

รปูที ่5 แสดงเปอรเซน็ตความถกูตองของแตละอลักอรธิมึ เมือ่มจีำนวนตวัอยางทีใ่ชในการเรยีนรเูปลีย่นไป
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4. สรปุ
จากการศึกษาอัลกอริธึมทางการทำเหมืองขอมูล

เชน ตนไมการตัดสินใจ (Decision Tree) นาอีฟเบส
(Naive Bayes) โครงขายประสาทเทยีม (Artificial Neural
Network) และ เค-มีน (K-Means) เมื่อนำมาใชระบุ
ตำแหนงโดยอาศยัความแรงสญัญาณจาก 2 ตวัสงสญัญาณ
โดยเมือ่ทดสอบในกรณตีางๆ แลวจะเหน็ไดวาอลักอรธิมึ
ตางๆ ทกุอลักอรธิมึตางมคีวามสามารถในการจำแนกเพือ่
ระบุตำแหนงไดถูกตองใกลเคียงกันและตางมีจุดเดนและ
จุดดอยแตกตางกัน เชน โครงขายประสาทเทียม มีความ
สามารถในการจำแนกขอมูลเพื่อระบุตำแหนงไดดี แตมี
ความซบัซอนในการสรางแบบจำลองมาก หรอืเค-มนีทีม่ี
ถกูตองสงู แตกม็คีวามเทีย่งตรงนอยทีส่ดุในกลมุ แตทีโ่ดด
เดนคอื ตนไมการตดัสนิใจทีใ่หผลลพัธทีเ่ปนทีย่อมรบัได
ทกุการทดสอบ ซึง่อาจจะเปนเพราะลกัษณะของขอมลูชดุ
นีเ้หมาะกบักลไกลการคำนวณของตนไมการตดัสนิใจ และ
รองลงมาคอื นาอฟีเบสทีม่คีวามเรว็และความถกูตองสงู เชน
กัน ดังนั้นการพัฒนาตอไปในพื้นที่ใหญขึ้นควรจะสนใจ
สองอัลกอริธึมนี่กอน อีกสิ่งที่สามารถสังเกตไดจากการ
ทดลองนีจ้ะเหน็ไดวาความถกูตองในการจำแนกโดยเฉลีย่
อยทูีป่ระมาณ 80 เปอรเซน็ต ซึง่เกดิความทาทายทีจ่ะพฒันา
ใหสงูกวานีไ้ด
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