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Abstract

Humans can automatically turn toward the origin of a sound that they hear through their both ears. This capability
is crucial in daily life. A computer that can recognize the direction of the source of a sound would also be useful
for many types of applications. This paper describes the development of blind two-dimensional (2D) signal
direction recognition using two recording sensors with limited space between the sensors in a noise-free
environment. The proposed 2D source direction recognition method is based on time-delay estimation using
maximum likelihood estimation by forming a histogram of a power-weighted spectrum corresponding to
attenuation and time-delay index. A histogram-boundary method is also proposed that relates to a distance of the
two microphones. In addition, the optimal number of time-index bins for the histogram were investigated. Given
the narrowness of the space between microphones (i.e., 3.2 centimeters), the proposed method can acceptably
estimate the position of the sound source. In experimental testing on real audio sources, the proposed method has
demonstrated a higher level of directional performance than an existing method.
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1. Introduction

Humans can automatically turn toward the origin of a sound that they hear through their both ears. This
capability is crucial in daily life. A computer that can recognize the direction of the sound source would have
many applications. For example, CCTV cameras could be made to rotate in the direction of the sound source.
Such computers could also be used to assist the hearing impaired. Moreover, a robot could turn toward a human
speaker in order to more convincingly engage in conversation. In recent years, several SSD (sound source
direction) recognition approaches have been developed. These can mainly be classified into two frameworks, i.e.,
active and passive [1]. The passive SSD approach can be naturally applied to real world problems, for example, a
robot can walk toward someone by following their voice or calculate the direction of gunfire by the sound. In
order to resemble human auditory capability without adding an extra sensor, most research in this area has been
focused on this passive framework. Generally, n microphones are used to detect audio in order to estimate the
direction of the signals, where n = 2,4, ..., N denotes the number of microphones. Some studies [2-7] introduced
these types of methods for determining the direction of a signal. The most common technique used to achieve this
is an extension of the generalized cross-correlation (GCC) method [3-6]. The GCC method requires more than
two microphones and an appropriate space between the microphones (usually about 0.5 m). In the field of source
separation, a powerful approach for estimating time delay is the degenerate unmixing estimation technique
(DUET) [8]. This technique extracts the time lag and attenuation a difference between the corresponding T-F unit
(time-frame unit) of the two microphone recordings. The DUET algorithm has been shown to yield highly accurate
estimations of the underlying time-delay and attenuation features of audio sources when given two anechoic
mixtures in the TF domain (time-frequency domain).
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However, the performance of the TDE approach is related to the distance between the microphones, as the
accuracy dramatically declines when the distance is short. Thus, the validity of this method is dependent on proper
microphone position. Few researches have investigated using a binaural sensor for determining source direction
with limited space between microphones. Therefore, we conducted this research in order to develop a blind 2D
signal-direction detector with limited space between the sensors using maximum likelihood estimation.

This paper is organized as follows: section two presents a proposed for blind two-dimensional (2D) signal
direction estimation; section three elucidates a resolution setting; section four describes experimental results and
discussion with a series of performance comparisons with other method of estimating the azimuth angle; and
section five consists of a summary and conclusion of this research.

2. Proposal for blind two-dimensional (2D) signal direction detection using limited-space stereo methods

Two microphones (i.e., Mic.1 and Mic.2) are aligned on a horizontal plane at a distance D apart in an anechoic
environment. The signals received by Mic.1 and Mic.2 can be expressed as:

my(t) = a;s(t — 51)} ’ @

my(t) = as(t — &)

where m;(t) is the Mic.j, jt is the index of the microphone, a; is an attenuation coefficients of the jtr
microphone, and &; denotes the time delay associated with the path from the source to the jt" microphone. Using

the two recorded signals, the horizontal direction of the sound source can be computed by calculating the cosine
of the angle of the arrival signals m, (t) and m,(t):

cos(0) = %V , 2

where 6 denotes the angle of azimuth, § is the time lag between the two recorders, and v is the sound velocity in
air.

To begin, one microphone is used as a reference point and the input signals in Eq. (1) are transformed into a
TF representation using the short-time Fourier transform (STFT):
M, (7, w) = S;(z, w) 3
M,(t,w) = a e %S;(1 — 6, w) )

The time-delay estimator § can be obtained using the maximum-likelihood (ML) estimator. The derivation is
detailed in a paper by Yilmaz and Rickard [8]. The ML estimate & will be used to cluster the TF units into a
number of groups corresponding to the arrival difference between the two microphones and a weighted average
of the signal coefficient by the product magnitude of }, ,,|M; (t, )M, (7, w)|. Hence, the time-delay estimation

& can be expressed as:

M (T,w)

M1 (c0) dtdw

N ff(T,a))lMl (T:w)Mz (‘L’,a_))lpwam[

ff(w)|M1 (t,w)M,(1,0)|Pwi dtdw

2,217, [M2(L0)
_ ZrolMi(mo)M, (o)l Im[Ml(T‘w)]

= (4)

YrwlM1(T,0)M; (1,0)]2 0?2

where Im(z) corresponds to the imaginary part of z, p = 2, and g = 2. It is assumed that the sources satisfy the
local stationarity of the time-frequency representation. This refers to the approximation of S;(t —¢, w) = S;(z, w)
where ¢ is the maximum time-delay (shift) associated with the STFT with an appropriate window function. Thus,
the term M, (t, w) /M, (7, w) can be derived by applying a local stationarity assumption as:

My(tw) ae‘i“’ssj(r—&w)
M;(Tw) Sj(tw)




a e_i“’ssj(r,w)

Sj(‘r,w)

= q e ws ()
Then, substituting Eq. (5) into Eq. (4), the & can be estimated by:

Y1 wlM1(T,0)M; (1,0)|?w?Im|a e 1@ 9]
YrwlM1(Tw)M(T,w)|2w?

§=

(6)

Once the estimated time-delay & is obtained in the TF domain, which is in a unit of time-frame index, § is
converted back to the time domain using §; = &/f, where £, denotes sampling frequency, and the unit is seconds.
Next, Equation (2) is computed by substituting the term §. The azimuth is finally determined by solving Equation

).
2.1. Determine boundary of histogram

The angles on the front of the microphones are in a range [0, 7] that depends on the estimated time delay §
from the ML estimate. The § estimation based on the ML method is computed by constructing a power-weighted
histogram. To cover the angular range and the number of the different estimate angles, the histogram resolution
must be properly determined. This will allow for an adequate difference in time-frame index to be obtained. Based
on the association of the time delay in TF and time domain, a maximum time index of &,,,, can be computed:

Smax = Ssmax X fS
D
== X fs (7)
where 85 = D/v. For example, if the distance between two microphones is 0.032 m, the speed in the air v is

approximately at 340 m/s, and f; was set at 44,100 Hz., 8,,,,x Would be 4.15. If the resolution margin is set to over
Smax, the azimuth will be a complex value. On the other hand, if the resolution margin less than &,,., the angular
range will not be reached [0, x].

3. Results and discussion

The recoding array used on-the-shelf directional microphones i.e. Sony ICD-UX300 with a frequency range
from 40 Hz to 20 kHz, sampling rate at 44.1 kHz and bit rate at 32kbps. The built-in stereo microphones were 3.2
cm apart and covered by a reflector of seven circular slits on each side. The recorder was placed on a table at 0.75
m. height and the sound source was at a distance of 1.65 m from the center of the microphone array. The
microphone array was fixed and the source positions were located at five different angles on the horizontal plane
i.e. 30,60, 90, 120, and 150. The sound sources were ten-second recordings of humans speaking. The total number
of sources were 50 realizations with 10 realizations for each angle position. The histogram-resolution parameters
were set at 8,4, = 1+4.2. The recorded signals were transformed from time to TF representation using the STFT
of the 1024-point Hanning window with 50% overlap. Examples of recorded signals in time and TF domains are
shown in Figures 1 and 2, respectively.
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Figure 1 Recorded signals of left (above) and right (below) microphones at 30° in time domain.
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Figure 2 Recorded signals of left microphone at 30° in time-frequency domain.
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Figure 3 Comparison of average SD and RMSE of various time-index bins
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3.1. Determination of time — delay bins in the histogram

The time-delay estimation was obtained from the selected point in the histogram. The time-index boundary of
the histogram was set according to 8,,,,, , Where the resolution was based on the number of time-index bins (&)
between +6,,.x. An experiment was conducted to determine the proper number of bins by examining the
estimated performance given by various bins i.e. 11, 21, 31, 41, 51, and 61. The testing set for various bins was
employed for all five different angle positions. The performance was evaluated using two metrics: standard
deviation (SD) and root mean square error (RMSE). The results are shown in Figure 3.

When the histogram had 51 time-index bins, it yielded the smallest errors of average standard deviation (SD)
and root mean square errors (RMSE) compared with the other numbers of bins. Therefore, the §;, was set at 51
for all experiments.

3.2. Estimated angle results

The performance of the proposed method was demonstrated in a noise-free environment. The proposed method
has been compared with the crosspower-spectrum phase (CSP) method [5]. The CSP method converts an input
signal from time into the frequency domain and computes multiplications of the normalized spectra. To obtain a
time-delay, the normalized crosspower-spectrum result is converted back into the time domain. The CSP
parameter was set as 512-point Hanning window with 50% overlap.

The estimated angle performance of the proposed method has been assessed using 50 recorded signals and
compared with CSP. The average estimated angles are presented in Figure 4.

Overall, the proposed method yields more accurate results, with a total average improvement of SD at 9
degrees and RMSE at 14 over the CSP method. This is because the CSP computes the time delay by weighting
the complex cross spectrum to determine the phase relationship of the two recorded signals in a function of
frequency. In cases of weak energy signals, the weight factor as a small denominator will cause an error with
regard to the relationship between the two observed signals. Moreover, the limited distance between the sensors
leads to a very short range of time delay between the microphones. Thus, the estimated delay of the proposed
method is in a range of [-4.15, 4.15] with 51 bins to cover the angle from 0 to w. The time-delay estimation based
on CSP is an integer value i.e. {-4, -3, ..., 3, 4}. Thus, the angular resolution of CSP only has nine bins. This
means that the proposed method ameliorates the problem of the narrow range of the delay by increasing the
histogram resolution.

4. Conclusions

This paper proposed novel blind 2D sound source direction detection using 2 recording sensors in a small
space. The time-delay estimation was based on the maximum-likelihood (ML) estimator, which was computed by
constructing a power histogram. A method for determining the boundary of the histogram was also presented. The
proposed method takes advantage of the adjustable histogram-resolution. Therefore, experimental results showed
that the proposed method yields more reliable results than the CSP method.
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