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Abstract

Recent developments in communication technology, especially in the field of artificial
intelligence (“Al”), have paved the way for a new generation of tools capable of producing images,
audio, and video with striking realism. These breakthroughs have upended traditional criminal
methods, notably in the area of artificial intelligence in identity fraud. Criminals are now harnessing Al
to craft fake identities with remarkable precision, thereby undermining well-established mechanisms
for deterrence, prevention, and prosecution. Many offenders have honed their technical skills and
are primarily motivated to unlawfully secure assets or benefits; as a result, victims not only suffer
direct harm, but the economic system, national security, and public trust in digital transactions also face
destabilizing pressures. The natural complexity of these modern technologies, paired with their low
cost of replication and the capacity for anonymous online operation, only serves to complicate
efforts to track and capture those responsible, intensifying the adverse impact on society.

Fraud and identity fraud are evolving as a form of economic crime. While traditional deceptive
practices often depended on relatively simple schemes, the integration of Al now confers an air
of authenticity and heightened complexity upon the forgeries. Offenders can assume the identities
of government officials, celebrities, or even close family members by using artificially generated
sounds, images, or video, methods that are primarily disseminated over the internet. This rapid
and far-reaching approach to deception tends to target vulnerable groups, such as the elderly or
individuals with limited digital savvy. Critically, even though the financial repercussions are
increasingly severe and the ripple effects on digital systems are profound, Thai criminal law still
lacks specific provisions that directly address the use of Al in identity fraud or that outline

appropriate aggravating factors. Currently, authorities rely on existing legal measures such as
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Section 342(1) or Section 343 Paragraph 2 in combination with Section 342 of the Criminal Code,
as the case may be, along with Section 14(1) of the Computer-Related Crimes Act, B.E. 2560
(2017), which remain inadequate for capturing the full extent and gravity of crimes that employ
Al as a tool.

This research sets out to scrutinize the legal challenges emerging from the limitations of
current statutory frameworks in handling the increasingly intricate and severe spectrum of Al-
enabled identity fraud. The analysis delves into the underlying principles that guide the imposition
of aggravating circumstances in criminal penalties, while also offering a comparative look at the
legal systems in France, the United States, and the United Kingdom, jurisdictions that have
introduced tailored measures to address the misuse of deepfake technology for fraudulent
impersonation. The principal recommendation advanced by this study is the introduction of a
dedicated legal provision that would establish explicit aggravating factors for Artificial Intelligence
in Identity Fraud by adding a new subsection (for example, Section 342/1 of the Criminal Code).
Such reform is envisioned to reclassify these offenses as more serious, with penalties that
appropriately reflect their heightened danger, thereby ensuring that Thai law remains up to date
with contemporary realities and is more effective in preventing, controlling, and deterring

technology-driven criminal conduct, all in the service of maintaining justice and social order.
Keywords: Identity Fraud, Artificial Intelligence, Aggravating Factors
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2) ANURNFIUKDUD AN

16 penal Code Section 1: Fraud Article 313-1

Fraudulent obtaining is the act of deceiving a natural or legal person by the use of a false name or a fictitious capacity,
by the abuse of a genuine capacity, or by means of unlawful manoeuvres, thereby to lead such a person, to his prejudice or to
the prejudice of a third party, to transfer funds, valuables or any property, to provide a service or to consent to an act incurring
or discharging an obligation.

Fraudulent obtaining is punished by five years' imprisonment and a fine of €375,000.

" The penalties are increased to seven years’ imprisonment and a fine of 750,000 euros when the fraud is committed:

1. By a person holding public authority or entrusted with a public service mission, in the exercise or on the occasion of
the exercise of their functions or mission;

2. By a person who wrongfully assumes the status of a person holding public authority or entrusted with a public service
mission;

3. By a person who solicits the public for the issuance of securities or for the collection of funds for humanitarian or
social assistance purposes;

4. To the detriment of a person whose particular vulnerability, due to their age, illness, infirmity, physical or mental
impairment, or pregnancy, is apparent or known to the perpetrator; 4 bis to the detriment of a person subjected to psychological
or physical coercion, within the meaning of Article 223-15-3, and whose condition is known to the perpetrator;

5. To the detriment of a public entity, a social protection organization, or an entity entrusted with a public service mission,
for the purpose of obtaining an allowance, benefit, payment, or undue advantage.

The penalties are increased to ten years’ imprisonment and a fine of 1,000,000 euros when the fraud is committed as
part of an organized group.

18 Code pénal Article 313-3 (paragraph 1)
Attempt to commit the offences set out under this section of the present code is subject to the same penalties.

The provisions of article 311-12 are applicable to the misdemeanour of fraudulent obtaining.
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- Wire Fraud (18 U.S.C. § 1343)
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2) nuanedmenisuasuwaiinu (Identity Theft Laws)

¥ Code pénal Article 323-3

Fraudulently introducing data into an automated processing system, extracting, holding, reproducing, transmitting, deleting,
or fraudulently modifying the data it contains is punishable by five years” imprisonment and €150,000 fine.

When this offense has been committed against an automated personal data processing system implemented by the State, the
penalty is increased to seven years’ imprisonment and a fine of €300,000.
218 US.C. § 1343

Whoever, having devised or intending to devise any scheme or artifice to defraud, or for obtaining money or property by
means of false or fraudulent pretenses, representations, or promises, transmits or causes to be transmitted by means of wire,
radio, or television communication in interstate or foreign commerce, any writings, signs, signals, pictures, or sounds for the purpose
of executing such scheme or artifice, shall be fined under this title or imprisoned not more than 20 years, or both. If the violation
occurs in relation to, or involving any benefit authorized, transported, transmitted, transferred, disbursed, or paid in connection
with, a presidentially declared major disaster or emergency (as those terms are defined in section 102 of the Robert T. Stafford
Disaster Relief and Emergency Assistance Act (42 U.S.C. 5122)), or affects a financial institution, such person shall be fined not

more than $1,000,000 or imprisoned not more than 30 years, or both.
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- Identity Theft (18 U.S.C. § 1028)
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- Aggravated Identity Theft (18 U.S.C. § 1028A)
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2! California Code, Penal Code - PEN § 528.5

(a) Notwithstanding any other provision of law, any person who knowingly and without consent credibly impersonates
another actual person through or on an Internet Web site or by other electronic means for purposes of harming, intimidating,
threatening, or defrauding another person is guilty of a public offense punishable pursuant to subdivision (d).

(b) For purposes of this section, an impersonation is credible if another person would reasonably believe, or did reasonably
believe, that the defendant was or is the person who was impersonated.

(c) For purposes of this section, “electronic means” shall include opening an e-mail account or an account or profile on
a social networking Internet Web site in another person's name.

(d) A violation of subdivision (a) is punishable by a fine not exceeding one thousand dollars ($1,000), or by imprisonment
in a county jail not exceeding one year, or by both that fine and imprisonment.

(e) In addition to any other civil remedy available, a person who suffers damage or loss by reason of a violation of
subdivision (a) may bring a civil action against the violator for compensatory damages and injunctive relief or other equitable relief
pursuant to paragraphs (1), (2), (4), and (5) of subdivision (e) and subdivision (g) of Section 502.

(f) This section shall not preclude prosecution under any other law.
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1) Fraud Act 2006 nguaneatiuiimunarufiagiudelngdy 3 Ussum 1Hud

11831 22 Fraud by False Representation — n15uanet oA alaeianu1i ol launds
Uszlovu

11951 3% Fraud by Failing to Disclose Information - n1sagtiuliilUamedeyanamssaalome

2 nuasnil nua, “anuAagiudelnduiBnmsmedidnnsedndlilumnanssd,” Grerlinusumdadia
AzIRmMansUSH nuneed uinendegsiatudin, 2566) u. 69.
2 Fraud Act 2006 Section 2
(1) A person is in breach of this section if he—
(a) dishonestly makes a false representation, and
(b) intends, by making the representation—
(i)to make a gain for himself or another, or
(iNto cause loss to another or to expose another to a risk of loss.
(2) A representation is false if—
(a) it is untrue or misleading, and
(b) the person making it knows that it is, or might be, untrue or misleading.
(3) “Representation” means any representation as to fact or law, including a representation as to the state of mind of—
(a) the person making the representation, or
(b) any other person.
(4) A representation may be express or implied.
(5) For the purposes of this section a representation may be regarded as made if it (or anything implying it) is submitted in any
form to any system or device designed to receive, convey or respond to communications (with or without human intervention).
2% Fraud Act 2006 Section 3

A person is in breach of the section if he—
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(a) dishonestly fails to disclose to another person information which he is under a legal duty to disclose, and
(b) intends, by failing to disclose the information—
(i) to make a gain for himself or another, or

(i) to cause loss to another or to expose another to a risk of loss.
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