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บทคัดยอ
การวิจัยน้ีมีวัตถุประสงคคือ (1) เพ่ือพัฒนาวิธีการกําหนดขนาดตัวอยางแบบมอนติคารในโมเดลการวิเคราะห

องคประกอบเชิงยืนยัน และ (2) เพ่ือเปรียบเทียบประสิทธิภาพระหวางวิธีการกําหนดขนาดตัวอยาง 3 วิธีการไดแก วิธีการ
กําหนดขนาดตัวอยางแบบมอนติคารโล วิธีการกําหนดขนาดตัวอยางดวยกฎอยางงาย และวิธีการกําหนดขนาดตัวอยาง
ดวยอํานาจการทดสอบสมมติฐานของสถิติความสอดคลองเชิงประจักษของโมเดล ขอมูลในการศึกษาเปนขอมูลจําลองดวย
เทคนิคมอนติคารโลจํานวน 12 สถานการณ กําหนดจาก (1) ระดับของการระบุพารามิเตอรนํ้าหนักองคประกอบในโมเดล
ผิดพลาด 3 ระดับ คือ ต่ํา (RMSEA=.02) ปานกลาง (RMSEA=.04) และสูง (RMSEA=.06) และ (2) ความโดงของการแจก
แจงความนาจะเปนของตัวแปรสังเกตได คือ แบนราบกวาปกติระดับนอย (ku=-1) ปกติ (ku=0) โดงกวาปกติระดับนอย
(ku=1) และโดงกวาปกติระดับมาก (ku=2) ประสิทธิภาพของวิธีการกําหนดขนาดตัวอยางแตละวิธี พิจารณาจากขนาด
ตัวอยางท่ีประมาณไดและอํานาจของการทดสอบความสอดคลองเชิงประจักษของโมเดลดวยสถิติทดสอบไคสแควร

ผลการวิจัย พบวา (1) วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลท่ีพัฒนาข้ึนประกอบดวย 4 ข้ันตอนคอื การ
กําหนดโมเดลการวิเคราะห การประมาณโมเดลประชากร การกําหนดเง่ือนไขของการจําลอง และการกําหนดขนาด
ตัวอยาง และ (2) วิธีการกําหนดขนาดตัวอยางแบบมอนตคิารโลเปนวิธีการท่ีมีประสิทธิภาพสูงท่ีสุดเน่ืองจากสามารถ
คํานวณขนาดตัวอยางไดต่ําท่ีสดุและยังรับประกันอํานาจของการทดสอบความสอดคลองเชิงประจักษไดใกลเคียงกับระดับ
ท่ีกําหนด
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Abstract
The purposes of this research were: (1) to develop the Monte Carlo sample size determination

method in confirmatory factor analysis, and (2) to compare the efficiency between three sample size
determination methods included the Monte Carlo method, the rule of thumb method, and the power
based method. Data was generated by using the Monte Carlo technique under 12 simulated conditions
via the R program from (1) the misspecification level including low (RMSEA=.02), moderate (RMSEA=.04),
and high (RMSEA=.06), and (2) the kurtosis level of the observed variables distribution including low
platykurtic (ku=-1), normal (ku=0), moderate leptokurtic (ku=1), and high leptokurtic (ku=2). The
efficiency of each method was considered by estimating the sample size and power of goodness of fit
test via chi-square statistic.

The research results were: (1) The developed Monte Carlo sample size determination method
consisted of four steps; the first step was the research model specification, the second step was the
population model estimation, the third step was the specification of the simulation conditions, and the
final step was the determination of sample size; and (2) the Monte Carlo sample size determination
method was the most efficient method because it gave the lowest sample size and guaranteed the
desired power of the goodness of fit test via chi-square statistic.
คําสําคัญ: การกําหนดขนาดตัวอยาง/ การจําลองแบบมอนติคารโล
KEYWORDS: SAMPLE SIZE/ MONTE CARLO SIMUATION

บทนํา
ขนาดตัวอยางเปนปจจัยสําคัญท่ีสงผลตอประสิทธิภาพของการวิเคราะหองคประกอบเชิงยืนยัน การ

กําหนดขนาดตัวอยางท่ีไมเพียงพอ จะสงผลตอประสิทธิภาพในการวิเคราะหท้ังในดานความแมนยํา ความ
ถูกตองของคาประมาณพารามิเตอรและอํานาจในการทดสอบสมมติฐานท้ังในสวนของการทดสอบอิทธิพล
และความสอดคลองเชิงประจักษของโมเดล ในทางกลับกันการกําหนดขนาดตัวอยางท่ีใหญเกินไปก็จะสงผลให
อํานาจการทดสอบสมมติฐานของสถิติทดสอบโดยเฉพาะสถิติทดสอบไคสแควรในการตรวจสอบความ
สอดคลองเชิงประจักษของโมเดลมีมากซึ่งจะเพ่ิมโอกาสในการปฏิเสธโมเดลวิจัยของนักวิจัยถึงแมวาโมเดลวิจัย
นั้นจะมีความคลาดเคลื่อนในเชิงทฤษฎีท่ีต่ําแลวก็ตาม (Pornprasertmanit, 2014; Jöreskog & Sörbom,
1996; Bollen, 1990; Bentler & Bonnet, 1980) การกําหนดขนาดตัวอยางดวยวิธีการท่ีทําใหไดขนาด
ตัวอยางท่ีเหมาะสมจึงมีความจําเปนสําหรับการวิเคราะหองคประกอบเชิงยืนยัน

ในปจจุบันมีวิธีการกําหนดขนาดตัวอยางสําหรับการวิเคราะหองคประกอบเชิงยืนยันอยูดวยกัน 3 วิธี
วิธีการแรกคือการกําหนดขนาดตัวอยางดวยกฎเกณฑอยางงาย (Rule of thumb) ซึ่งมีผูพัฒนาเอาไวหลาย
เกณฑ เชน การใชขนาดตัวอยางข้ันต่ําสําหรับการวิเคราะหองคประกอบเชิงยืนยัน (Kline, 2015) การใช
อัตราสวนระหวางจํานวนตัวแปรสังเกตไดตอจํานวนตัวแปรแฝง (Marsh, English, Crawley, & Peshu,
1996) แตเกณฑการกําหนดขนาดตัวอยางท่ีเปนท่ีนิยมคือการใชอัตราสวนระหวางขนาดตัวอยางตอจํานวน
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พารามิเตอรในโมเดล (Kline, 2015) ซึ่งในกรณีท่ีดีท่ีสุดก็คือใชอัตราสวน 20 เทาของจํานวนพารามิเตอร หรือ
ข้ันต่ําท่ีสุดก็คือ 10 เทาของจํานวนพารามิเตอร (Lindeman, Merenda & Gold, 1980; Nunnally, &
Bernstein, 1994; Hair, 2009; Kline, 2015) ขอเดนของการใชกฎเกณฑอยางงายคือคํานวณไดงายและ
รวดเร็ว แตก็มีขอจํากัดมากโดยเฉพาะในดานการรับประกันประสิทธิภาพของผลการวิเคราะหท่ีจะไดจากขนาด
ตัวอยางท่ีกําหนด และการคํานวณท่ีงายเกินไปขาดการนําขอมูลจําเพาะท่ีสําคัญของโมเดลวิจัยไปรวมในการ
คํานวณขนาดตัวอยางท่ีไดจึงเปนเพียงการคาดการณอยางคราว ๆ โดยท่ีผูวิจัยไมอาจทราบไดวาในความเปน
จริงแลวขนาดตัวอยางท่ีคํานวณไดนี้มีความเหมาะสมจริงหรือไม

วิธีการท่ีสองพัฒนาข้ึนเพ่ือลดขอจํากัดของวิธีการแรก เปนวิธีการกําหนดขนาดตัวอยางสําหรับการ
วิเคราะหองคประกอบเชิงยืนยันท่ีอิงกับอํานาจการทดสอบสมมติฐานของการทดสอบความสอดคลองเชิ ง
ประจักษของโมเดล (MacCallum, Browne, & Sugawara, 1996; Kim, 2005; Preacher & Coffman,
2006) ซึ่งมีผูพัฒนาไวหลายวิธีการ วิธีการหนึ่งท่ีไดรับความนิยมจากนักวิจัยคือวิธีการของ Preacher and
Coffman (2006) ซึ่งกําหนดขนาดตัวอยางโดยพิจารณาจากอํานาจการทดสอบของดัชนี root mean square
of approximation (RMSEA) วิธีการนี้มีการนําขอมูลจําเพาะของโมเดลวิจัยไปรวมในการกําหนดขนาด
ตัวอยางมากข้ึนไดแก ระดับการระบุโมเดลผิดพลาด (level of misspecification) ความซับซอนของโมเดล
วิจัย (complexity) ทําใหนักวิจัยสามารถคํานวณขนาดตัวอยางไดอยางเหมาะสมมากข้ึนเม่ือเปรียบเทียบกับ
การใชกฎเกณฑอยางงาย อยางไรก็ตามปจจัยท่ีสงผลตอขนาดตัวอยางท่ีเหมาะสมสําหรับการวิเคราะห
องคประกอบเชิงยืนยันยังมีอีกหลายปจจัย เชน ระดับความเท่ียง (reliability) ของตัวแปรสังเกตได การแจก
แจงความนาจะเปนของตัวแปรสังเกตได ขอมูลสูญหาย (missing value) และวิธีการประมาณคาพารามิเตอร
ในโมเดล (Fan, Thompson, and Wang, 1999; Muthen & Muthen, 2002; Wang & Wang, 2012)
นอกจากนี้เกณฑการเลือกขนาดตัวอยางท่ีเหมาะสมคือประสิทธิภาพของการวิเคราะหในดานอํานาจการ
ทดสอบสมมติฐานเพ่ือตรวจสอบความสอดคลองเชิงประจักษจากสถิติทดสอบไคสแควรแตในความเปนจริง
ประสิทธิภาพของการวิเคราะหยังมีในดานการประมาณคาพารามิเตอรดวย

จากขอจํากัดของวิธีการดังกลาวจึงมีผูเสนอวิธีการกําหนดขนาดตัวอยางดวยวิธีการจําลองแบบมอนติ
คารโล (Monte Carlo Simulation approach) ซึ่งกําหนดขนาดตัวอยางโดยอาศัยผลการวิเคราะหท่ีสราง
จากขอมูลท่ีจําลองข้ึนจากโมเดลประชากรท่ีผูวิจัยคาดวาจะมีความใกลเคียงกับสภาพจริงมากท่ีสุด การจําลอง
นี้จะกระทําซ้ําหลายรอบและนําผลท่ีไดไปทําการวิเคราะห เพ่ือใชตัดสินเลือกขนาดตัวอยางท่ีเหมาะสมตามท่ี
นักวิจัยตองการ วิธีการนี้ทําใหผูวิจัยสามารถศึกษาประสิทธิภาพของผลการวิเคราะหท่ีไดจากขนาดตัวอยางตาง
ๆ ไดอยางละเอียดและรอบดานมากกวาวิธีการอ่ืน ๆ นอกจากนี้ผูวิจัยยังสามารถเพ่ิมปจจัยท่ีเก่ียวของกับการ
กําหนดขนาดตัวอยางเขาไปในกระบวนการไดเองตามตองการ (Muthen & Muthen, 2002; Wang & Wang,
2012; Beaujean, 2014) ดังนั้นในเชิงทฤษฎีแลวการกําหนดขนาดตัวอยางดวยวิธีการมอนติคารโลจึงนาจะให
ขนาดตัวอยางท่ีมีความเหมาะสมไดมากกวาวิธีการอ่ืน ๆ
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จากการทบทวนวรรณกรรมท่ีเก่ียวของพบวาในปจจุบันมีงานวิจัยท่ีใชวิธีการกําหนดขนาดตัวอยาง
แบบมอนติคารโลในการวิเคราะหองคประกอบเชิงยืนยันนี้อยูนอย และยังไมมีวิธีปฏิบัติท่ีเปนมาตรฐาน
โดยเฉพาะในข้ันตอนของการกําหนดโมเดลประชากรสําหรับสรางขอมูลจําลอง นอกจากนี้ยังไมมีการศึกษา
เปรียบเทียบกันอยางชัดเจนวาการกําหนดขนาดตัวอยางดวยวิธีการจําลองแบบมอนติคารโลจะทําใหไดขนาด
ตัวอยางท่ีมีความเหมาะสมกับวิธีการกําหนดขนาดตัวอยางแบบอ่ืน ๆ หรือไม อยางไร ดังนั้น ผูวิจัยจึงสนใจท่ี
จะพัฒนาวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลในโมเดลการวิเคราะหองคประกอบเชิงยืนยันสําหรับ
ขอมูลท่ีไมมีการแจกแจงปกติ และศึกษาประสิทธิภาพของวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลท่ี
พัฒนาข้ึนโดยเปรียบเทียบกับวิธีการกําหนดขนาดตัวอยางดวยกฎเกณฑอยางงาย และวิธีการกําหนดขนาด
ตัวอยางดวยอํานาจการทดสอบสมมติฐานของการตรวจสอบความสอดคลองเชิงประจักษของโมเดลการ
วิเคราะหองคประกอบเชิงยืนยัน

วัตถุประสงค
1. เพ่ือพัฒนาวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลในโมเดลการวิเคราะหองคประกอบเชิง

ยืนยันสําหรับขอมูลท่ีไมมีการแจกแจงปกติ
2. เพ่ือเปรียบเทียบประสิทธิภาพของวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลกับวิธีการกําหนด

ขนาดตัวอยางดวยกฎเกณฑอยางงาย กับวิธีการกําหนดขนาดตัวอยางดวยอํานาจการทดสอบสมมติฐานของ
การตรวจสอบความสอดคลองเชิงประจักษของโมเดลการวิเคราะหองคประกอบเชิงยืนยัน เม่ือตัวแปรสังเกตได
ไมมีการแจกแจงปกติ

วิธีดําเนินการวิจัย
การวิจัยครั้งนี้เปนการวิจัยเชิงทดลองท่ีแทจริง (True experimental) โดยใชแบบแผนการทดลอง

แบบ 3x3x4 แฟคทอเรียล (3x3x4 factorial designs) ประกอบดวยปจจัยไดแก 1) วิธีการกําหนดขนาด
ตัวอยาง 3 วิธี ประกอบไปดวย วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโล วิธีการกําหนดขนาดตัวอยาง
ดวยกฎเกณฑอยางงาย และวิธีการกําหนดขนาดตัวอยางดวยอํานาจการทดสอบสมมติฐานของการตรวจสอบ
ความสอดคลองเชิงประจักษของโมเดล 2) การระบุโมเดลผิดพลาด 3 ระดับ ประกอบไปดวย ระดับต่ํา ระดับ
ปานกลาง และระดับสูง 3) ความโดง 4 ระดับ ประกอบไปดวยคาสัมประสิทธิ์ความโดงเทากับ -1, 0 ,1 และ 2
โดยแบงการวิจัยออกเปนสองระยะ ระยะท่ีหนึ่งคือการพัฒนาวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลใน
โมเดลสมการการวิเคราะหองคประกอบเชิงยืนยัน โดยพัฒนาตอยอดจากวิธีการกําหนดขนาดตัวอยางแบบ
มอนติคารโลสําหรับการวิเคราะหโมเดลสมการเชิงโครงสรางท่ีนําเสนอในงานวิจัยของ Muthen and Muthen
(2002) และวิธีการกําหนดขนาดตัวอยางสําหรับการวิเคราะหโมเดลเชิงเสนในงานวิจัย Beaujean (2014)
ดวยการปรับปรุงในข้ันตอนของการระบุโมเดลประชากรสําหรับใชในการจําลองขอมูลใหมีความเปนได และ
รูปธรรมสามารถใชกําหนดขนาดตัวอยางไดจริงในเชิงปฏิบัติ และระยะท่ีสองผูวิจัยใชการวิจัยเชิงทดลองดวย
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การจําลองแบบมอนติคารโลเพ่ือเปรียบเทียบประสิทธิภาพของวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลท่ี
พัฒนาข้ึนกับวิธีการกําหนดขนาดตัวอยางดวยกฎเกณฑอยางงาย กับวิธีการกําหนดขนาดตัวอยางดวยอํานาจ
การทดสอบสมมติฐานของการตรวจสอบความสอดคลองเชิงประจักษของโมเดลการวิเคราะหองคประกอบเชิง
ยืนยัน เม่ือตัวแปรสังเกตไดไมมีการแจกแจงปกติ โดยท่ีแผนการทดลองประกอบไปดวย 3 สวนไดแก เงื่อนไข
การจําลองขอมูล สถานการณท่ีทําการศึกษา และเกณฑการพิจารณาประสิทธิภาพของวิธีการกําหนดขนาด
ตัวอยาง มีรายละเอียดดังนี้

1. เง่ือนไขการจําลองขอมูล
ขอมูลท่ีใชในการศึกษาผูวิจัยดําเนินการจําลองโดยใชเทคนิคมอนติคารโลโดยจําลองจากโมเดล

ประชากร (population model: Mpop) คือโมเดลการวิเคราะหองคประกอบเชิงยืนยัน (confirmatory
factor analysis: CFA) ดังสมการท่ี (1) และรูป 1= + (1)
โดยท่ี คือเวกเตอรของตัวแปรสังเกตได (observed variable) ขนาด p x 1, คือเมทริกซของน้ําหนัก
องคประกอบ (factor loadings matrix) ขนาด p x q, คือเวกเตอรของตัวแปรแฝง (latent variable)
ขนาด q x 1 และ คือเวกเตอรของความคลาดเคลื่อนจากการวัด (measurement errors) ขนาด p x 1
รายละเอียดของการกําหนดคาพารามิเตอรในโมเดลเปนดังนี้

1) ตัวแปรแฝงท่ีใชในการศึกษากําหนดใหมีจํานวน 3 ตัวแปร (q=3)
2) จํานวนตัวแปรสังเกตท่ีใชในการศึกษามีจํานวน 12 ตัวแปร (p=12) โดยในแตละตัวแปรแฝงกําหนดให

มีตัวแปรสังเกตไดจํานวน 4 ตัวแปร
3) เมทริกซของน้ําหนักองคประกอบขนาด 12 x 3 กําหนดใหมีคาเทากับ= 0.7 0.7 0.7 0.7 0.133 0 0 0 0 0 0 00 0 0 0 0.7 0.7 0.7 0.7 0.235 0 0 00.32 0 0 0 0 0 0 0 0.7 0.7 0.7 0.7
4) กําหนดให = 10.3 10.3 0.3 1 คือเมทริกซความแปรปรวนรวมของตัวแปรแฝง (covariance

matrix of latent variables) ขนาด 3 x 3 และ = (0.45) คือเมทริกซความแปรปรวนรวมของ
ความคลาดเคลื่อนจากการวัด (covariance matrix of measurement errors) ขนาด 12 x 12

5) การออกแบบการแจกแจงของขอมูลตัวแปรสังเกตไดในการวิจัยนี้อางอิงจากผลการวิจัยของ Mardia
(1974) กับ Olsson et.al (2000) ท่ีพบวาความโดงเปนปจจัยท่ีสงผลกระทบตอประสิทธิภาพของการ
วิเคราะหโมเดลสมการโครงสราง แตไมพบหลักฐานท่ีสนับสนุนวาความเบเปนปจจัยท่ีสงผลกระทบ
เชนเดียวกับความโดง Olsson et.al (2000) ใหเหตุผลวาความโดงของตัวแปรเปนปจจัยท่ีสงผลกระทบ
โดยตรงตอคาความแปรปรวนและความแปรปรวนรวมซึ่งใชเปนขอมูลสําหรับการประมาณคาและคํานวณ
คาสถิติทดสอบในการวิเคราะหโมเดลสมการโครงสราง ในขณะท่ีความเบเปนปจจัยท่ีสงผลกระทบตอคาเฉลี่ย
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ซึ่งไมไดใชเปนขอมูลสําหรับการวิเคราะหโมเดลสมการโครงสราง ดังนั้นในการวิจัยนี้ผูวิจัยจึงกําหนดใหการ
แจกแจงของตัวแปรสังเกตไดมีความเบคงท่ีโดยกําหนดใหมีคาสัมประสิทธิ์ความเบเทากับ 0 และกําหนดใหมี
ความโดงท่ีแตกตางกัน 4 ระดับ โดยมีคาสัมประสิทธิ์ความโดงเทากับ -1, 0 ,1 และ 2 ตามลําดับ

การจําลองขอมูลในการวิจัยตามเงื่อนไขการจําลองขางตนผูวิจัยใชวิธีมอนติคารโลโดยใช package
“simsem” ในโปรแกรม R เปนเครื่องมือสําหรับสรางขอมูลจําลองใหมีคุณสมบัติท่ีตองการในขางตน
(Pornprasertmanit, Miller, Schoemann, Quick, Jorgensen & Pornprasertmanit, 2016)

2. สถานการณท่ีทําการศึกษา
2.1 โมเดลและระดับของการระบุโมเดลผิดพลาด
วิธีการประมาณคาพารามิเตอรท่ีใชในการศึกษาคือวิธีภาวะความควรจะเปนสูงสุด (maximum

likelihood: ML) ในการประมาณคาพารามิเตอรจะประมาณภายใตสถานการณท่ีโมเดลวิจัยมีการระบุ
ผิดพลาด กลาวคือผูวิจัยศึกษาประสิทธิภาพของวิธีการกําหนดขนาดตัวอยางภายใตสถานการณท่ีโมเดล
ประชากรท่ีกําหนดในสมการท่ี (1) กับโมเดลวิจัยมีความไมสอดคลองกันในลักษณะท่ีโมเดลวิจัยระบุ
พารามิเตอรน้ําหนักองคประกอบไมครบ งานวิจัยนี้กําหนดใหการระบุโมเดลผิดพลาดมี 3 ระดับ โมเดลท่ีระบุ
ผิดพลาดระดับต่ําคือโมเดลวิจัยท่ีกําหนดใหพารามิเตอรน้ําหนักองคประกอบ = 0 ดังรูป 1 ข. โมเดลท่ี
ระบุผิดพลาดระดับปานกลางคือโมเดลวิจัยท่ีกําหนดใหพารามิเตอรน้ําหนักองคประกอบ = = 0 ดัง
รูป 1 ค. และโมเดลท่ีระบุผิดพลาดระดับสูงคือโมเดลวิจัยท่ีกําหนดใหพารามิเตอรน้ําหนักองคประกอบ= = = 0 ดังรูป 1 ง. และในแตละสถานการณท่ีศึกษาจะกระทําซ้ําจํานวน 1000 รอบ

ก. โมเดลประชากร ข. โมเดลวิจัยท่ีมีการระบุผดิพลาดระดับต่ํา
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ค. โมเดลวิจัยท่ีมีการระบุผดิพลาดระดับปานกลาง ง. โมเดลวิจัยท่ีมีการระบผุิดพลาดระดับสูง
รูป 1: โมเดลประชากรและโมเดลวิจัยท่ีมีการระบุผดิพลาดในสถานการณตาง ๆ ท่ีศึกษา

2.2 วิธีการกําหนดขนาดตัวอยาง
ในการเปรียบเทียบประสิทธิภาพของวิธีการกําหนดขนาดตัวอยางประกอบไปดวย 3 วิธี ไดแก (1)

วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโล (2) วิธีการกําหนดขนาดตัวอยางดวยกฎเกณฑอยางงาย จะใช
อัตราสวนระหวางขนาดตัวอยางตอจํานวนพารามิเตอรในโมเดล (Kline, 1998) คืออัตราสวน 20 เทาของ
จํานวนพารามิเตอร โดยจํานวนพารามิเตอรท่ีใชในการระบุโมเดลผิดพลาด 3 ระดับ ระดับต่ํา ระดับปานกลาง
และระดับสูง จะมีคาเทากับ 29, 28 และ 27 ตามระดับ และ (3) วิธีการกําหนดขนาดตัวอยางดวยอํานาจการ
ทดสอบสมมติฐานของการตรวจสอบความสอดคลองเชิงประจักษของโมเดลการวิเคราะหองคประกอบเชิง
ยืนยัน (Preacher & Coffman, 2006) โดยระบุเงื่อนไขในการกําหนดขนาดตัวอยางครั้งนี้ไดแก ระดับ
นัยสําคัญเทากับ .05 อํานาจในการทดสอบเทากับ .8 องศาอิสระจะกําหนดตามการระบุโมเดลผิดพลาดระดับ
ต่ํา ระดับปานกลาง และระดับสูง โดยมีคา 49, 50 และ 51 ตามลําดับ และขนาดอิทธิพล โดยท่ี Null RMSEA
กําหนดคาท่ี 0 และ Alt. RMSEA จะมีคา .013, .033 และ .055 ท่ีไดจากการประมาณโมเดลประชากรโดยใช
ขอมูลนํารองหรือขอมูลท่ีใชสําหรับตรวจสอบคุณภาพเครื่องมือ วิธีการคือนําขอมูลดังกลาวมาวิเคราะห
องคประกอบเชิงยืนยันตามโมเดลวิจัยท่ีกําหนดไวในข้ัน 1.1) จากนั้นดําเนินการปรับโมเดลใหมีความสอดคลอง
เชิงประจักษ การระบุโมเดลผิดพลาดในแตละระดับดังรูป 1 ข. 1ค.และ 1 ง. ซึ่งขนาดตัวอยางท่ีเหมาะสมของ
แตละวิธีการกําหนดขนาดตัวอยางจะมีดังตาราง 1 และรูป 3 ก.
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3. เกณฑการพิจารณา
เกณฑการพิจารณาเพ่ือเปรียบเทียบประสิทธิภาพของวิธีการกําหนดขนาดตัวอยางในการวิจัยนี้

ประกอบดวย (1) ขนาดตัวอยางท่ีคํานวณไดจากแตละวิธีการ และ (2) อํานาจการทดสอบสมมติฐานการ
ทดสอบความสอดคลองเชิงประจักษของโมเดลวิจัยซึ่งคํานวณไดจากจํานวนครั้งท่ีการทดสอบความสอดคลอง
เชิงประจักษของโมเดลวิจัยปฏิเสธสมมติฐานหลักภายใตสถานการณท่ีโมเดลวิจัยมีการระบุผิดพลาดในระดับ
ตาง ๆ ตอจํานวนการกระทําซ้ําในแตละสถานการณ

ผลการวิจัย

ผลการวิจัยประกอบดวย (1) วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลสําหรับโมเดลการ
วิเคราะหองคประกอบเชิงยืนยันเม่ือขอมูลไมมีการแจกแจงแบบปกติ และ (2) การเปรียบเทียบประสิทธิภาพ
ของวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลท่ีพัฒนาข้ึนโดยเปรียบเทียบกับวิธีการกําหนดขนาดตัวอยาง
ดวยกฎเกณฑอยางงาย และวิธีการกําหนดขนาดตัวอยางดวยอํานาจการทดสอบสมมติฐานของการตรวจสอบ
ความสอดคลองเชิงประจักษของโมเดลการวิเคราะหองคประกอบเชิงยืนยัน

1. วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลสําหรับโมเดลการวิเคราะหองคประกอบเชิง
ยืนยันเม่ือขอมูลไมมีการแจกแจงแบบปกติ

วิธีการกําหนดขนาดตัวอยางท่ีพัฒนาข้ึนผูวิจัยปรับปรุงจากวิธีการกําหนดขนาดตัวอยางท่ีนําเสนอโดย
Muthen and Muthen (2002) and Beaujean (2014) ในสวนของการกําหนดโมเดลประชากรสําหรับสราง
ขอมูลจําลอง วิธีการท่ีพัฒนาข้ึนนี้ประกอบดวย 4 ข้ันตอนประกอบดวยข้ันตอนการกําหนดโมเดลการวิจัย
(specification of research model) การประมาณโมเดลประชากร (estimation of population model)
การกําหนดเงื่อนไขของการจําลอง (specification of simulation condition) และการกําหนดวิเคราะหผล
เพ่ือเลือกขนาดตัวอยางท่ีเหมาะสม (data analysis) รายละเอียดเปนดังนี้

1.1 การกําหนดโมเดลการวิจัย ข้ันตอนนี้เปนข้ันตอนปกติสําหรับการทํางานวิจัยท่ีผูวิจัยตองกําหนด
โมเดลเชิงทฤษฎี (theoretical model) หรือโมเดลการวิจัย (research model) ท่ีคาดวาจะใชสําหรับอธิบาย
สภาพปรากฏการณท่ีสนใจในประชากรเปาหมายได งานวิจัยนี้กําหนดขอบเขตใหโมเดลการวิจัยคือโมเดลการ
วิเคราะหองคประกอบเชิงยืนยันดังสมการท่ี (1)

1.2 การประมาณโมเดลประชากร เงื่อนไขหนึ่งท่ีทําใหการศึกษาดวยการจําลองขอมูลเปนไปไดคือ
นักวิจัยจําเปนจะตองมีโมเดลท่ีใชเปนฐานสําหรับการสรางขอมูลจําลอง เงื่อนไขนี้มักกอปญหาในการนําวิธีการ
จําลองขอมูลเขามาใชในเชิงปฏิบัติ เนื่องจากผูวิจัยจะไมทราบโมเดลประชากรท่ีเปนกลไกกอกําเนิดคาสังเกต
ของตัวแปรท่ีตองการศึกษา ในงานวิจัยนี้ผูวิจัยจึงเสนอแนวทางการประมาณโมเดลประชากรโดยใช
ขอมูลนํารอง (pilot study) หรือขอมูลท่ีใชสําหรับตรวจสอบคุณภาพเครื่องมือ วิธีการคือนําขอมูลดังกลาวมา
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วิเคราะหองคประกอบเชิงยืนยันตามโมเดลการวิจัยท่ีกําหนดไวในข้ัน 1.1) จากนั้นดําเนินการปรับโมเดลใหมี
ความสอดคลองเชิงประจักษโดยพิจารณาจากดัชนี RMSEA ใหมีคาเทากับ .000 เรียกโมเดลนี้วา โมเดล
ประชากรโดยประมาณ (estimated population model)

1.3 การกําหนดเง่ือนไขของการจําลอง ผูวิจัยสามารถกําหนดเงื่อนไขการจําลองขอมูลไดอยาง
หลากหลายข้ึนอยูกับความตองการของผูวิจัย ในงานวิจัยนี้กําหนดเงื่อนไขของการจําลองขอมูลเอาไวท้ังหมด
5 เงื่อนไขไดแก 1) ลักษณะการแจกแจงของขอมูลตัวแปรในการวิจัย 2) วิธีการประมาณคาพารามิเตอร
3) ดัชนีวัดความสอดคลองเชิงประจักษท่ีใชเปนเกณฑสําหรับกําหนดขนาดตัวอยาง 4) ระดับนัยสําคัญ และ 5)
ชวงของขนาดตัวอยางท่ีใชพิจารณา

1.4 การวิเคราะหผลท่ีไดจากการจําลอง การวิเคราะหผลลัพธเพ่ือพิจารณาเลือกขนาดตัวอยางท่ี
เหมาะสมจะพิจารณาในสองดานไดแก ดานประสิทธิภาพของการประมาณคาพารามิเตอรในแตละขนาด
ตัวอยางซึ่งพิจารณาจาก คาความเอนเอียงสัมพัทธ (relative biased: RB) คาคลาดเคลื่อนมาตรฐานแบบมอน
ติคารโล (Monte Carlo standard error: MCSE) ซึ่งจะทําใหอยูในรูปของสัมประสิทธิ์ความแปรผันเพ่ือให
สามารถแปลความหมายไดสะดวก และดานประสิทธิภาพของการทดสอบความสอดคลองเชิงประจักษของ
โมเดลการวิจัยซึ่งพิจารณาจาก อํานาจการทดสอบสมมติฐาน (power of the test: POWER) ของสถิติ
ทดสอบไคสแควร Muthén and Muthén (2002) เสนอวาการกําหนดขนาดตัวอยางท่ีเหมาะสมนั้นใหเลือก
ขนาดตัวอยางท่ีทําให (1) คาความเอนเอียงสัมพัทธและคาคลาดเคลื่อนมาตรฐานแบบมอนติคารโลมีคาไมเกิน
10% และ (2) อํานาจการทดสอบสมมติฐานของสถิติทดสอบไคสแควรมีคาไมต่ํากวา .8 อยางไรก็ตามการใช
เกณฑการพิจารณานี้ในสถานการณท่ีโมเดลการวิจัยมีการระบุผิดพลาดนอยหรือมีความใกลเคียงกับโมเดล
ประชากรจะทําใหนักวิจัยตองใชขนาดตัวอยางมากเกินความจําเปน เพราะเกณฑบังคับใหผูวิจัยคงระดับของ
อํานาจการทดสอบสมมติฐานใหมีคาอยางต่ําไวท่ี .8 ใหได งานวิจัยนี้ผูวิจัยจึงปรับปรุงเกณฑการพิจารณาเลือก
ขนาดตัวอยางท่ีเหมาะสมใหมโดยกําหนดใหขนาดตัวอยางท่ีเหมาะสมคือขนาดตัวอยางท่ีทําให

(1) คาความเอนเอียงสัมพัทธและคาคลาดเคลื่อนมาตรฐานแบบมอนติคารโลมีคาไมเกิน 10%

หรือ (2) อํานาจการทดสอบสมมติฐานของสถิติทดสอบไคสแควรมีคาไมต่ํากวา .8
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รูป 2: ข้ันตอนการกําหนดขนาดตวัอยางแบบมอนติคารโลสําหรับโมเดลการวิเคราะหองคประกอบเชิงยืนยัน
เมื่อขอมูลไมมีการแจกแจงแบบปกติ

2. เปรียบเทียบประสิทธิภาพของวิธีการกําหนดขนาดตัวอยาง
ในการเปรียบเทียบประสิทธิภาพของวิธีการกําหนดขนาดตัวอยางประกอบไปดวย 3 วิธี ไดแก (1)

วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโล (2) วิธีการกําหนดขนาดตัวอยางดวยกฎเกณฑอยางงาย และ
(3) วิธีการกําหนดขนาดตัวอยางดวยอํานาจการทดสอบสมมติฐานของการตรวจสอบความสอดคลองเชิง
ประจักษของโมเดลการวิเคราะหองคประกอบเชิงยืนยัน จะมีผลดังตาราง 1 และรูป 3

ตาราง 1: ขนาดตัวอยางและอํานาจการทดสอบสมมติฐานของสถิตทิดสอบไคสแควร จาํแนกตามระดบัของ
การระบโุมเดลผิดพลาด วิธีการกําหนดขนาดตัวอยาง และคาสัมประสิทธ์ิความโดง

การระบุโมเดลผิดพลาด วิธีการ
กําหนดขนาดตัวอยาง

คาสัมประสิทธิ์ความโดง
-1 0 1 2

ระดับ
ตํ่า

MC
1800
(.895)

1900
(.904)

1900
(.917)

1800
(.905)

RT
580

(.350)
580

(.319)
580

(.351)
580

(.382)

PC
3613
(.999)

3613
(1.00)

3613
(1.00)

3613
(1.00)
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ระดับ
ปานกลาง

MC
435

(.904)
440

(.901)
440

(.893)
440

(.920)

RT
560

(.976)
560

(.966)
560

(.964)
560

(.979)

PC
556

(.978)
556

(.966)
556

(.964)
556

(.976)

ระดับ
สูง

MC
170

(.850)
170

(.835)
170

(.849)
170

(.862)

RT
540

(1.00)
540

(1.00)
540

(1.00)
540

(1.00)

PC
199

(.906)
199

(.882)
199

(.905)
199

(.903)
หมายเหตุ MC=วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโล, RT=วิธีการกําหนดขนาดตัวอยางดวยกฎเกณฑอยางงาย, PC = วิธีการกําหนด
ขนาดตัวอยางดวยอํานาจการทดสอบสมมติฐานของการตรวจสอบความสอดคลองเชิงประจักษ

รูป 3: ขนาดตัวอยางท่ีคํานวณไดจากวิธีกําหนดขนาดตัวอยาง MC, RT และ PC
จําแนกตามระดับการระบุโมเดลผดิพลาดและระดับความโดงของตัวแปรสังเกตได
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รูป 4: อํานาจการทดสอบสมมติฐานท่ีไดจากวิธีกําหนดขนาดตัวอยาง MC, RT และ PC
จําแนกตามระดับการระบุโมเดลผดิพลาดและระดับความโดงของตัวแปรสังเกตได

จากตาราง 1 รูป 3 และรูป 4 พบวาผลการเปรียบเทียบประสิทธิภาพของวิธีการกําหนดขนาดตัวอยาง
แบบมอนติคารโลท่ีพัฒนาข้ึนโดยเปรียบเทียบกับวิธีการกําหนดขนาดตัวอยางดวยกฎเกณฑอยางงาย และ
วิธีการกําหนดขนาดตัวอยางดวยอํานาจการทดสอบสมมติฐานของการตรวจสอบความสอดคลองเชิงประจักษ
ของโมเดลการวิเคราะหองคประกอบเชิงยืนยัน กรณีโมเดลท่ีระบุผิดพลาดระดับ ในทุกคาสัมประสิทธิ์ความโดง
วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลใหขนาดตัวอยางนอยสุดไดแก 1800, 1900 ,1900 และ 1800
ตามลําดับ คาสัมประสิทธิ์ความโดง ท่ีใหอํานาจการทดสอบสมมติฐานการทดสอบความสอดคลองเชิงประจักษ
ของโมเดลใกลเคียง .8 ท่ี.895, .904, .917 และ .905 ตามลําดับ คาสัมประสิทธิ์ความโดง กรณีโมเดลท่ีระบุ
ผิดพลาดระดับปานกลาง ในทุกคาสัมประสิทธิ์ความโดง วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลให
ขนาดตัวอยางนอยสุดไดแก 435, 440, 440 และ 440 ตามลําดับ คาสัมประสิทธิ์ความโดง ท่ีใหอํานาจการ
ทดสอบสมมติฐานการทดสอบความสอดคลองเชิงประจักษของโมเดลใกลเคียง .8 ท่ี.904, .901, .893และ .92
ตามลําดับคาสัมประสิทธิ์ความโดง และกรณีโมเดลท่ีระบุผิดพลาดระดับสูง ในทุกคาสัมประสิทธิ์ความโดง
วิธีการกําหนดขนาดตัวอยางดวยอํานาจการทดสอบสมมติฐานของการตรวจสอบความสอดคลองเชิงประจักษ
ใหขนาดตัวอยางนอยสุดท่ี 170 อํานาจการทดสอบสมมติฐานการทดสอบความสอดคลองเชิงประจักษของ
โมเดลใกลเคียง .8 ท่ี .85, .835, .849 และ .862 ตามลําดับคาสัมประสิทธิ์ความโดง

อภิปรายผล
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การวิจัยครั้งนี้ผูวิจัยแยกประเด็นการอภิปรายผลการวิจัยออกเปน 2 ประเด็นคือ 1) ปจจัยท่ีเก่ียวของ
กับการกําหนดขนาดตัวอยาง และ 2) การประมาณโมเดลประชากร รายละเอียดในแตละประเด็นดังตอไปนี้

ประเด็นท่ี 1 ปจจัยท่ีเก่ียวของกับการกําหนดขนาดตัวอยาง
ผลจากการเปรียบเทียบประสิทธิภาพของวิธีการกําหนดขนาดตัวอยาง พบวาวิธีท่ีนําปจจัยท่ีเก่ียวของ

กับการกําหนดขนาดตัวอยางมาคํานวณ หากมีหลายปจจัยก็จะสามารถคํานวณขนาดตัวอยางไดอยาง
เหมาะสมมากข้ึน ซึ่งปจจัยดังกลาว อาทิ ระดับการระบุโมเดลผิดพลาด ความซับซอนของโมเดลวิจัย การแจก
แจงความนาจะเปนของตัวแปรสังเกตได วิธีการประมาณคาพารามิเตอรในโมเดล อํานาจการทดสอบ
สมมติฐาน จะเห็นไดวาวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโล จะไดขนาดตัวอยางท่ีเหมาะสมมากกวา
วิธีการกําหนดขนาดตัวอยางอ่ืน ๆ ซึ่งไปเปนตามทฤษฎีวิธีการจําลองแบบมอนติคารโล (Monte Carlo
Simulation approach)

ประเด็นท่ี 2 การประมาณโมเดลประชากร
ในเชิงปฏิบัตินักวิจัยจะไมทราบโมเดลประชากร ซึ่งเปนเงื่อนไขหนึ่งท่ีสําคัญสําหรับการกําหนดขนาด

ตัวอยางแบบมอนติคารโล ซึ่งในงานวิจัยนี้ผูวิจัยไดเสนอแนวทางแกไขโดยใชขอมูลนํารองหรือขอมูลท่ีใช
สําหรับตรวจสอบคุณภาพเครื่องมือมาประมาณโมเดลประชากรดังกลาว โดยการวิเคราะหองคประกอบเชิง
ยืนยันตามโมเดลวิจัย แลวปรับโมเดลใหมีความสอดคลองเชิงประจักษมากท่ีสุดโดยพิจารณาจากดัชนี RMSEA
ใหมีคานอยท่ีสุด โมเดลดังกลาวเรียกวา โมเดลประชากรโดยประมาณ (estimated population model)
แนวทางนี้สามารถแกไขปญหาการไมทราบโมเดลประชากรไดจริง แตมีขอควรระวังในสวนของการปรับโมเดล
ใหมีความสอดคลองเชิงประจักษโดยพิจารณาจากดัชนี RMSEA ใหมีคานอยท่ีสุด ซึ่งมีความเปนไปไดในบาง
โมเดลจะตองปรับเสนพารามิเตอรมากจนเกิดไป (over parameters) สงผลใหโมเดลประชาการโดยประมาณ
ท่ีไดมีลักษณะผิดรูปแบบจากโมเดลการวิจัยท่ีกําหนดข้ึน

ขอเสนอแนะ
ในสวนของขอเสนอแนะผูวิจัยแบงออกเปนสวนของ ขอเสนอแนะในการนําผลการวิจัยไปใชและ

ขอเสนอแนะในการวิจัยครั้งตอไป โดยมีรายละเอียดดังตอไปนี้
1.ขอเสนอแนะในการนําผลการวิจัยไปใช

1. กําหนดชวงของขนาดตัวอยางกับจํานวนรอบของการจําลอง โดยท่ีในการหาขนาดตัวอยางท่ี
เหมาะสมในตอนแรกนักวิจัยจะไมรูชวงของขนาดตัวอยางท่ีเหมาะสม ผูวิจัยแนะนําใหระบุเปนชวงกวางกวาใน
ตอนแรกโดยอาจจะเวนระยะหางหลักรอยได และใชจําลองรอบเพียง 200 รอบก็เพียงพอในการหาชวงของ
ขนาดตัวอยางท่ีเหมาะสมได จากนั้นพอนักวิจัยทราบชวงของขนาดตัวอยางแลวเจาะจงลงไปในชวง ลด
ระยะหางของขนาดตัวอยางและเพ่ิมรอบในการจําลองเปน 1000 รอบ เพ่ือใหไดประสิทธิภาพท่ีแทจริงออก
มาแลวนักวิจัยจะไดขนาดตัวอยางท่ีเหมาะสมมา
2.ขอเสนอแนะในการวิจัยครั้งตอไป
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1.วิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลท่ีพัฒนาข้ึนสามารถประยุกตใชในโมเดลการวิเคราะห
แบบอ่ืน ๆ ได เชน การวิเคราะหโมเดลสมการโครงสราง (Structural Equation Modeling: SEM)หรือการ
วิเคราะหสาเหตุ (Path Analysis)

2.การนําวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลไปใชสามารถกําหนดปจจัยท่ีเก่ียวของกับการ
กําหนดขนาดตัวอยางไดตามความตองการของผูวิจัย ระดับความเท่ียงของตัวแปรสังเกตได การแจกแจงความ
นาจะเปนของตัวแปรสังเกตได ขอมูลสูญ และวิธีการประมาณคาพารามิเตอรในโมเดล

3.เกณฑการพิจารณาเลือกขนาดในการนําวิธีการกําหนดขนาดตัวอยางแบบมอนติคารโลไปใชหาก
ผูวิจัยตองการขนาดตัวอยางท่ีมีประสิทธิภาพมากท่ีสุด ผูวิจัยควรนําคาความเอนเอียงสัมพัทธกับคา
คลาดเคลื่อนมาตรฐานแบบมอนติคารโลมาเปนเกณฑหนึ่งในการเลือกขนาดตัวอยางพรอมกับอํานาจการ
ทดสอบสมมติฐานของสถิติทดสอบไคสแควร

4.การกําหนดขนาดตัวอยางแบบมอนติคารโลในงานวิจัยนี้กําหนดโมเดลประชากรสําหรับการสราง
ขอมูลจําลอง ดวยขอมูลท่ีไดจากการตรวจสอบเครื่องมือ อยางไรก็ตามขนาดตัวอยางก็เปนปจจัยท่ีสงผลตอ
ความถูกตองตอการประมาณโมเดลประชากร ดังนั้นการวิจัยครั้งตอไปจึงควรมีการศึกษา เพ่ือพัฒนาเกณฑ
หรือวิธีการกําหนดขนาดตัวอยางสําหรับการประมาณโมเดลประชากร
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