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บทคัดย่อ 
 บทความวิจัยนี้มีวัตถุประสงค์เพ่ือศึกษาและวิเคราะห์ถึงปัญหาความรับผิดทางการแพทย์จาก
การใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมในประเทศไทย และแนวทางการแก้ไขปัญหา
ดังกล่าว โดยเป็นการวิจัยเชิงเอกสาร ด้วยการศึกษาค้นคว้าเอกสาร ต ารากฎหมาย บทความทางวิชาการ 
บทความทางกฎหมาย บทความอ่ืน ๆ ที่เกี่ยวข้องกับการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวช
กรรม และท าการศึกษาเทียบเคียงกับแนวคิด ทฤษฎีและกฎหมายที่เกี่ยวข้องกับการใช้เทคโนโลยี
ปัญญาประดิษฐ์ในวิชาชีพเวชกรรมของประเทศสหรัฐอเมริกาและสหภาพยุโรป  
 ผลการศึกษาพบว่า เมื่อเกิดความเสียหายจากการน าเทคโนโลยีปัญญาประดิษฐ์มาประยุกต์ 
ใช้ในวิชาชีพเวชกรรมในสถานพยาบาลของประเทศไทยนั้น กฎหมายที่บังคับใช้อยู่ในประเทศไทย 
ไม่สามารถน ามาบังคับใช้ได้อย่างเหมาะสม ทั้งในเรื่องการรับรองเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ 
เวชกรรม การก าหนดตัวบุคคลที่ต้องรับผิดทางกฎหมายและกระบวนการในการเยียวยาความเสียหาย 
ที่ไม่เหมาะสมกับลักษณะเฉพาะของการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม ซึ่งอาจ
ก่อให้เกิดความไม่เป็นธรรมกับบุคคลที่เกี่ยวข้อง ทั้งผู้เสียหาย แพทย์ หรือผู้ใช้เทคโนโลยีปัญญาประดิษฐ์
ในวิชาชีพเวชกรรม ผู้วิจัยจึงเสนอแนวทางในการแก้ไขด้วยการปรับปรุงมาตรการ ข้อบังคับหรือ
กฎหมายที่เกี่ยวข้องกับการขออนุญาตรับรองเทคโนโลยีปัญญาประดิษฐ์ โดยให้มีการก าหนดค านิยามที่
ชัดเจน ก าหนดกระบวนการขออนุญาต และให้มีหน่วยงานของรัฐที่ท าหน้าที่ก ากับดูแลการใช้เทคโนโลยี
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ปัญญาประดิษฐ์ในวิชาชีพเวชกรรม และแนวทางในแก้ไขปัญหาความรับผิดจากการใช้เทคโนโลยี
ปัญญาประดิษฐ์ในวิชาชีพเวชกรรม โดยให้มีการก าหนดขอบเขตความรับผิดและบุคคลที่ต้องรับผิดให้
ชัดเจน รวมไปถึงการเยียวยาความเสียหายที่เป็นธรรมและสมควรแก่กรณีมากยิ่งขึ้น 
ค าส าคัญ: เทคโนโลยีปัญญาประดิษฐ์, วิชาชีพเวชกรรม, ความรับผิดทางการแพทย์ 

 
Abstract 
 This research is conducted to study and analyze problems in medical liabilities 
from using artificial intelligence in the medical sector in Thailand, along with approaches 
to addressing the problems. This is a documentary research conducted through the  
use of law textbooks, academic articles, legal articles, and other documents related to 
the use of artificial intelligence in the medical field. The research also compares theories 
and laws in the United States of America and Europe related to using artificial intelligence 
in the medical field. 
 The results reveal that the law currently enforced in Thailand cannot properly 
address the use of artificial intelligence in medical facilities in the country. Such aspects 
as the certifications of use, the damages, liable parties, and remedies, Thai law lacks 
measures suitable for the use of artificial intelligence in such a particular field as the 
medical field. This can lead to injustice to stakeholders: the victim, the doctor, or the 
user of artificial intelligence in the medical. The researcher suggests that the laws and 
regulations related to defining and certifying the use of artificial intelligence be revised, 
and that the definition, the approval process, and the government oversight entity be 
addressed. The researcher also suggests that the remedy process for the victim, the 
definition of a liable party, and a more appropriate and just remedying schemes be 
explicitly defined. 
Keywords: Artificial intelligence technology, The medical, Medical liability 
 
บทน า 
 ปัจจุบัน ได้มีการพัฒนาของเทคโนโลยีต่าง ๆ เพ่ือสนับสนุนการบ าบัด บรรเทา รักษาอาการ
เจ็บป่วยให้มีประสิทธิภาพมากยิ่งขึ้น นอกเหนือจากการรักษาโดยแพทย์ผู้ประกอบวิชาชีพ โดย
สถานพยาบาลต่าง ๆ ทั่วโลก ได้มีการน าเทคโนโลยีปัญญาประดิษฐ์ Artificial intelligence (AI)  
เข้ามาประยุกต์ใช้ในทางการแพทย์ เช่น ประเทศสหรัฐอเมริกา โดยในปี 2003 ก่อก าเนิด DA VINCI 
SUGICAL SYSTEM ซึ่งเป็นระบบผ่าตัดโดยหุ่นยนต์ที่ประสบความส าเร็จมากที่สุดของโลกในปัจจุบัน  
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ซึ่งได้รับอนุญาตโดย FDA (Food and Drug Administration) องค์การอาหารและยาแห่งสหรัฐอเมริกา 
(วรากรณ ์สามโกเศศ, 2566) โดยเกิดแนวโน้ม (Trend) ในการใช้แขนกลช่วยผ่าตัด (Robotic Surgery) 
ของสหรัฐอเมริกา ภายใต้แนวคิด “There is no return” (อนุศักดิ์  เยี่ ยงพฤกษาวัลย์ , 2566)  
ซึ่งหมายความว่า การจะกลับไปผ่าตัดแบบธรรมดาจะลดลง เนื่องจากอย่างที่ทราบกันว่าการใช้
เทคโนโลยีปัญญาประดิษฐ์ จะช่วยเพ่ิมประสิทธิภาพการบริการด้านการแพทย์ให้กับผู้ป่วย ไม่ว่าจะเป็น
การรักษา การวินิจฉัยโรค การติดตามอาการ ไปจนถึงการประเมินภาวะสุขภาพ เพราะเทคโนโลยี
ดังกล่าวสามารถท างานได้อย่างแม่นย า และเทคโนโลยีปัญญาประดิษฐ์ดังกล่าว มีทั้งรูปแบบที่ต้องอยู่  
ในการควบคุมของแพทย์ และไม่ต้องอยู่ภายใต้การควบคุมของแพทย์  
 ในส่วนของสถานพยาบาลต่าง ๆ ในประเทศไทยนั้น ปัจจุบันได้มีการน าเทคโนโลยีปัญญา 
ประดิษฐ์ เข้ามาประยุกต์ใช้ในวิชาชีพเวชกรรมเป็นอย่างมาก เช่น โรงพยาบาลบ ารุงราษฎร์  ซึ่งเป็น
สถานพยาบาลที่ เป็นผู้น าด้านเทคโนโลยีที่ล้ าสมัย ได้น า IBM WATSON FOR ONCOLOGY ซึ่งเป็น 
แมชชีน เลิร์นนิงที่ช่วยแพทย์วิเคราะห์ข้อมูลผู้ป่วยกับเคสผู้ป่วยในอดีตนับพันเคส เพ่ือพัฒนาวิธีการรักษา
โรคมะเร็ง อีกทั้งยังมีเทคโนโลยีหุ่นยนต์ช่วยผ่าตัดที่ทันสมัยที่สุดในปัจจุบัน เช่น MAKOPLASTY,  
MAZOR X และ DA VINCI SYSTEM เพ่ือช่วยให้การผ่าตัดมีประสิทธิภาพที่คงที่ ถูกต้องแม่นย า และยัง
ช่วยให้ผู้ป่วยหายเร็วขึ้น เนื่องจากมีการรุกล้ าร่างกายที่น้อยกว่าการผ่าตัดจากแพทย์โดยตรง (โรงพยาบาล
บ ารุงราษฎร์ , 2566) หรือโรงพยาบาลศิริราช ปิยมหาราชการุณย์ ที่มีการน า ดาวินชี (ROBOTIC 
- ASSISTED DA VINCI SURGERY) แขนกลหุ่นยนต์ ซึ่งเป็นเทคโนโลยีหุ่นยนต์ช่วยผ่าตัดรักษาโรคมะเร็ง
ต่อมลูกหมาก แต่ดาวินชีดังกล่าว ยังคงต้องอยู่ภายใต้การควบคุมของศัลยแพทย์หรือแพทย์ผู้ท าการผ่าตัด 
โดยหุ่นยนต์ดังกล่าวจะถือเป็นผู้ช่วยที่ท าให้เกิดความสะดวกในการผ่าตัด และลดผลข้างเคียงต่อร่างกาย 
ของผู้ป่วยให้น้อยลงอีกด้วย (กรุงเทพธุรกิจ, 2566) ซึ่งเทคโนโลยีปัญญาประดิษฐ์มีกระบวนการเรียนรู้  
โดยมีลักษณะเสมือนการเรียนรู้ของมนุษย์ สามารถจดจ า ท าความเข้าใจ ตอบสนองต่อภาษา ตัดสินใจ  
และแก้ไขปัญหา โดยอาศัยข้อมูลจ านวนมากที่มีลักษณะซ้ า ๆ ใช้ส าหรับการวิเคราะห์และประมวลผล 
อย่างต่อเนื่อง (ส านักงานพัฒนาธุรกรรมทางอิเล็กทรอนิกส์, 2566)  
 จ ากร าย ง านขอ งนั ก วิ จั ย จ าก  UNIVERSITY OF ILLINOIS AT URBANA CHAMPAIGN, 
MASSACHUSETTS INSTITUTE OF TECHNOLOGY และ RUSH UNIVERSITY MEDICAL CENTER OF 
CHICAGO ที่ท าการศึกษาการน าเทคโนโลยีปัญญาประดิษฐ์ไปใช้ในวิชาชีพเวชกรรม พบว่า ในประเทศ
สหรัฐอเมริกา ตั้งแต่ช่วงปี ค.ศ. 2001 - 2015 มีผู้เสียชีวิตไม่ต่ ากว่า 144 ราย บาดเจ็บมาก 1,391 ราย  
และเทคโนโลยีปัญญาประดิษฐ์ท างานผิดปกติอีก 8,061 ชิ้น จาก 1.7 ล้านชิ้น รวมไปถึงกรณีที่เกิดขึ้น 
จากการผ่าตัดที่ใช้เวลานานมากกว่าที่วางแผนไว้ เทคโนโลยีปัญญาประดิษฐ์ที่บกพร่องหล่นใส่ร่างกาย 
ของผู้ป่วย และเทคโนโลยีปัญญาประดิษฐ์เกิดประกายไฟ เนื่องจากเนื้อเยื่อไหม้ อันแสดงให้เห็นว่า 
หากมีการน าเทคโนโลยีปัญญาประดิษฐ์มาใช้ในวิชาชีพเวชกรรม ในสถานพยาบาลในประเทศไทย  
ก็อาจเกิดความเสียหายต่อชีวิตและร่างกายของผู้ป่วยได้เช่นกัน (BBC News, 2023)  
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 โดยจากการศึกษาในเบื้องต้นพบว่า หากมีความเสียหายจากการใช้เทคโนโลยีปัญญาประดิษฐ์  
มาใช้ในวิชาชีพเวชกรรมเกิดขึ้น กฎหมายที่มีอยู่ในปัจจุบัน เช่น ประมวลกฎหมายแพ่งและพาณิชย์  
ในบทบัญญัติเรื่องของละเมิด ได้ก าหนดความรับผิดไว้ในมาตรา 420 อันเป็นบทกฎหมายทั่วไป หรือ 
มาตรา 437 วรรคสอง ที่ก าหนดเกี่ยวกับบุคคลที่ต้องรับผิดอันจากความเสียหายที่เกิดจากทรัพย์อันตราย 
ต่างมีข้อจ ากัดในการปรับใช้ โดยบทบัญญัติตามมาตรา 420 อันเป็นบทกฎหมายทั่วไปที่เกี่ยวกับละเมิด  
มีข้อจ ากัดเรื่องภาระการพิสูจน์ เนื่องจากเทคโนโลยีปัญญาประดิษฐ์ดังกล่าว มีระบบการท างานที่ซับซ้อน 
และอาศัยความเชี่ยวชาญ ท าให้ผู้เสียหายยากต่อการพิสูจน์ถึงความรับผิดของเทคโนโลยีปัญญาประดิษฐ์
ดังกล่าว หรือมาตรา 437 วรรคสอง แม้จะเป็นบทบัญญัติที่มุ่งเอาผิดกับบุคคลผู้ครอบครองหรือควบคุม 
ดูแลทรัพย์อันตราย แต่ต้องมีการตีความถึงความหมายของค าว่า “ทรัพย์อันตราย” ว่าหมายถึงเทคโนโลยี
ปัญญาประดิษฐ์อีกด้วย เพราะหากไม่สามารถตีความได้ว่าเทคโนโลยีปัญญาประดิษฐ์ที่ก่อให้เกิด 
ความเสียหายแก่บุคคลภายนอกเป็นทรัพย์อันตราย ตามมาตรา 437 วรรคสองแล้ว บทบัญญัติดังกล่าว 
ก็จะไม่สามารถน ามาใช้บังคับแก่กรณีที่ความเสียหายเกิดขึ้นแก่บุคคลภายนอก จากการใช้เทคโนโลยีปัญญา 
ประดิษฐ์ในวิชาชีพเวชกรรมได้เลย รวมทั้งมาตรา 438 ที่ก าหนดเรื่องค่าเสียหาย แต่บทบัญญัติดังกล่าว
ไม่ได้ครอบคลุมไปถึงค่าเสียหายแก่จิตใจ เนื่องจากศาลไทยมีการใช้ดุลพินิจเพื่อก าหนดค่าสินไหมทดแทน
โดยมีข้อจ ากัด กล่าวคือ ความเสียหายทางจิตใจจะต้องเกิดควบคู่กับความเสียหายทางร่างกาย หรือมเีงื่อนไข
ของความเสียหายทางร่างกายเกี่ยวข้องด้วย และเป็นภาระการพิสูจน์ของผู้ป่วย ประกอบกับค่าเสียหาย 
ต่อจิตใจ ไม่ใช่ค่าเสียหายที่เป็นตัวเงิน และไม่สามารถก าหนดได้อย่างแน่นอน ดังนั้น หากศาลไทยไม่ได้ 
มีการก าหนดค่าเสียหายต่อจิตใจให้แก่ผู้เสียหายแล้ว จึงท าให้ผู้เสียหายอาจไม่ได้รับความเป็นธรรมใน 
การเยียวยาเท่าที่ควร จากปัญหาดังกล่าว ส่งผลให้เมื่อมีความเสียหายเกิดขึ้น แม้จะสามารถน าบทกฎหมาย
ทั่วไป ตามท่ีกล่าวข้างต้นมาปรับใช้แก่กรณีได้ แต่ก็ไม่สามารถน ามาใช้บังคับได้อย่างเป็นธรรมเท่าที่ควร 
ประกอบกับพระราชบัญญัติความรับผิดต่อความเสียหายที่เกิดขึ้นจากสินค้าที่ไม่ปลอดภัย พ.ศ. 2551 ที่ดู
เหมือนมุ่งจะคุ้มครองผู้บริโภคอย่างกว้าง แต่พระราชบัญญัติดังกล่าว ยังมีปัญหาในการตีความค าว่าสินค้า 
ว่าหมายความรวมถึงเทคโนโลยีปัญญาประดิษฐ์ที่น ามาใช้ในวิชาชีพเวชกรรมหรือไม่ รวมถึงไม่มีบทบังคับ
หรืออ านาจในการสั่งการใด ๆ ต่อทั้งผู้ผลิตและผู้บริโภค มีเพียงแต่การชดใช้ค่าสินไหมทดแทน จึงอาจท าให้
ผู้ป่วยที่ได้รับความเสียหาย หรือกรณีผู้แทนโดยชอบธรรมกรณีที่ผู้เสียหายถึงแก่ความตายในระหว่าง 
การรักษา ไม่ได้รับการเยียวยาที่เป็นธรรมหรือสมควรแก่กรณี อีกทั้งหากไม่ สามารถระบุถึงตัวบุคคล 
ผู้รับผิดจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมได้ ก็อาจส่งผลให้เกิดความไม่เป็นธรรม 
ในการรับผิดของบุคคลที่เกี่ยวข้องกับการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมดังกล่าวด้วย  
 การศึกษานี้ได้จัดท าขึ้นภายใต้โจทย์วิจัยคือ ปัจจุบันมีการน าเทคโนโลยีปัญญาประดิษฐ์ (AI)  
เข้ามาประยุกต์ใช้ในวิชาชีพเวชกรรม ซึ่งอาจก่อความเสียหายให้แก่ผู้ป่วยและบุคคลที่เกี่ยวข้อง จะมี 
กลไกทางกฎหมายอย่างไรในการคุ้มครองบุคคลที่เกี่ยวข้องในการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ
เวชกรรม ผู้วิจัยจึงสนใจท าการศึกษากฎหมายของไทยและต่างประเทศที่เกี่ยวข้องกับความรับผิดทาง 
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การแพทย์จากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม ทั้งในสถานพยาบาลของรัฐและ 
เอกชน เพ่ือให้ได้แนวทางความรับผิดทางการแพทย์ที่เกิดจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ
เวชกรรม เพ่ือประโยชน์แก่ผู้เกี่ยวข้อง เช่น ผู้เสียหาย แพทย์ พยาบาล นักเทคนิคการแพทย์ หรือ
สถานพยาบาล ผู้ผลิตและผู้ประกอบการเทคโนโลยีปัญญาประดิษฐ์ เป็นต้น     
 

วัตถุประสงค์ของการวิจัย 
  1. เพ่ือศึกษาแนวคิด ทฤษฎี เกี่ยวกับการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม  
และวิเคราะห์ปัญหากฎหมายที่ เกี่ยวข้องกับความรับผิดทางการแพทย์จากการใช้เทคโนโลยี
ปัญญาประดิษฐ์ในประเทศไทย 
  2. เพ่ือศึกษากฎหมายที่ เกี่ยวข้องกับความรับผิดทางการแพทย์จากการใช้เทคโนโลยี
ปัญญาประดิษฐ์ในวิชาชีพเวชกรรมของต่างประเทศ ได้แก่ ประเทศสหรัฐอเมริกาและสหภาพยุโรป 
  3. เพ่ือวิเคราะห์หาแนวทางในการแก้ไขปัญหากฎหมายที่เกี่ยวข้องกับความรับผิดทาง 
การแพทย์จากการใช้เทคโนโลยีปัญญาประดิษฐ์ในประเทศไทย 
 
วิธีด าเนินการวิจัย 
  การวิจัยนี้เป็นการวิจัยเชิงเอกสาร (Documentary Research) โดยเป็นการศึกษาเชิงเอกสาร 
หนังสือ ต ารากฎหมาย บทความทางวิชาการ บทความทางกฎหมาย บทความอ่ืน ๆ ค าพิพากษาฎีกา 
รายงานการวิจัย รวมถึงข้อมูลทางอิเล็กทรอนิกส์ที่เกี่ยวข้องกับความรับผิดทางการแพทย์  จากการใช้
เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม เพ่ือน ามาวิเคราะห์ สังเคราะห์และน าไปสู่แนวทาง 
การแก้ไขปัญหา  
 
ผลการวิจัย 
 จากการศึกษากฎหมายที่เกี่ยวข้องกับการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมของ
ต่างประเทศ ได้แก่ ประเทศสหรัฐอเมริกาและสหภาพยุโรป พบว่า  

 1. ประเทศสหรัฐอเมริกา มี The Restatement of torts ซึ่งเป็นกฎหมายเฉพาะเกี่ยวกับ 
เรื่องความรับผิดต่อความเสียหายที่เกิดขึ้นจากสินค้าที่ไม่ปลอดภัย กฎหมายความรับผิดทางผลิตภัณฑ์ 
ที่เกี่ยวข้องกับความเสี่ยงต่อการได้รับบาดเจ็บร่างกายหรือเสียหายทางกายภาพที่เกิดขึ้นจากเครื่องจักร 
โดยหลักแล้วตามกรอบการรับผิดทางกฎหมายจะตกอยู่กับ “ผู้ขาย ผู้ผลิต ผู้จัดจ าหน่าย” โดยไม่ 
ค านึงว่าผลิตภัณฑ์นั้นจะได้ท างานแล้วหรือไม่ (Frank Griffin, 2021) ซึ่งข้อบกพร่องดังกล่าวสามารถ
จ าแนกได้ ดังนี้ 

 1 )  ข้อบกพร่อง ในการออกแบบ ( Design defect) คือข้อบกพร่อง ในการออกแบบ  
เป็นคดีที่เกี่ยวข้องกับการใช้หุ่นยนต์ในการผ่าตัดที่พบบ่อย และอาจพบบ่อยในการรักษาพยาบาล 
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ทางการแพทย์ด้านอ่ืน ๆ ซึ่งตาม Restatements ระบุว่า “ผลิตภัณฑ์มีข้อบกพร่องในการออกแบบ  
เมื่อความเสี่ยงที่สามารถคาดการณ์ได้เกี่ยวกับความเสียหายที่อาจเกิดขึ้นจากผลิตภัณฑ์  สามารถลดลง
หรือหลีกเลี่ยงได้ ด้วยการใช้การออกแบบทางเลือกที่สมเหตุสมผล และการไม่น าการออกแบบทางเลือก
นั้นมาใช้ ท าให้ผลิตภัณฑ์ไม่ปลอดภัยตามที่ควรเป็น” ในกรณีของเทคโนโลยีปัญญาประดิษฐ์ มีหลายวิธี 
ที่อาจมีองค์ประกอบของ (1) ความเสี่ยงที่สามารถคาดการณ์ได้ (2) การออกแบบทางเลือกที่เหมาะสม 
และ (3) ผลิตภัณฑ์ไม่ปลอดภัยตามที่ควรจะเป็น 

2) ข้อบกพร่องในการผลิต (Manufacturing Defect) ตามหลักความรับผิดตาม Restatement 
ที่ว่าสินค้าจะถือว่ามีข้อบกพร่องในการผลิต เมื่อสินค้าไม่เป็นไปตามแบบแผนที่ได้รับการออกแบบไว้ 
แม้ว่าจะมีการดูแลและสนับสนุนในกระบวนการเตรียมการและการตลาดของสินค้า ซึ่งโดยปกติแล้ว  
จะใช้หลักความรับผิดแบบเข้มงวด (strict liability) มาบังคับใช้ในการรับผิด โดยทั่วไปการเรียกร้อง
ความรับผิดแบบเข้มงวด ผู้ที่เป็นโจทย์ต้องแสดงให้เห็นว่า สินค้ามีข้อบกพร่อง และข้อบกพร่องนั้น
ก่อให้เกิดอันตรายแก่ผู้ที่เป็นโจทย์ และข้อบกพร่องนั้นมีอยู่ในเวลาที่สินค้าออกจากควบคุมของผู้ผลิต  

3 )  ข้อบกพร่องจากค า เตื อนหรือค าแนะน า  ( Failure to Warn) ตามที่  The Second 
Restatement of Torts มาตรา 402A กล่าวว่า ผลิตภัณฑ์มีข้อบกพร่องเนื่องจากค าแนะน าหรือค าเตือน
ที่ไม่เพียงพอ เมื่อความเสี่ยงที่คาดว่าอาจเกิดความเสียหายโดยผลิตภัณฑ์นั้น  สามารถลดหรือหลีกเลี่ยง
ได้ด้วยค าแนะน าหรือค าเตือนที่เหมาะสมจากผู้ขาย และการขาดของค าแนะน าหรือค าเตือนท าให้
ผลิตภัณฑ์ไม่ปลอดภัยอย่างสมเหตุสมควร ซึ่งบุคคลที่ต้องรับผิดได้แก่ผู้ขายสินค้าในสภาพที่มีความช ารุด
บกพร่องในประการที่อาจก่อให้เกิดอันตรายอันไม่สมควรแก่ร่างกายหรือทรัพย์สิน ตามมาตรา 402A  
ซึ่งมาตราดังกล่าวก าหนดให้บุคคลที่ได้รับความเสียหายสามารถฟ้องเรียกค่าเสียหายได้ แม้ว่าผู้เสียหาย
ดังกล่าวจะไม่ใช่ผู้ที่ซื้อสินค้าหรือสินค้าดังกล่าวก็ตาม โดยสามารถเรียกค่าเสียหายได้ทั้งที่เป็นตัวเงินและ
ไม่ใช่ตัวเงินและท่ีจะเกิดขึ้นในอนาคตก็ได้ 
 2. ประเทศอังกฤษ มีกฎหมายความรับผิดต่อผลิตภัณฑ์ของสหภาพยุโรป  (Directive 
85/374/EEC) ถือเป็นต้นแบบด้านกฎหมายที่เกี่ยวกับความรับผิดต่อความเสียหายอันเกิดจากสินค้า  
ซึ่งประเทศต่าง ๆ ในสหภาพยุโรปสามารถน าหลักดังกล่าวไปบัญญัติไว้ในกฎหมายภายในของแต่ละ
ประเทศได้ (อนันต์จันทร โอภากร, 2547) ซึ่งเป็นกรอบกฎหมายส าหรับการด าเนินการรับผิดจากผู้ผลิต
ส าหรับผลิตภัณฑ์ที่มีข้อบกพร่อง โดยอาศัยหลักความรับผิดโดยเคร่งครัด (Strict Liability) ที่มุ่ง
พิจารณาถึงความช ารุดบกพร่องของสินค้า และความเสียหายที่เกิดจากความช ารุดบกพร่องของสินค้า 
โดยมีการก าหนดให้ผู้เสียหาย ต้องสามารถพิสูจน์ถึงความเสียหาย ข้อบกพร่อง และความสั มพันธ์
ระหว่างสาเหตุของข้อบกพร่องและความเสียหายให้ปรากฏแก่ศาลได้ ตามมาตรา 4 
  การศึกษาปัญหากฎหมายที่เกี่ยวข้องกับความรับผิดทางการแพทย์จากการใช้เทคโนโลยี
ปัญญาประดิษฐ์ในประเทศไทย จากประมวลกฎหมายแพ่งและพาณิชย์ พระราชบัญญัติวิธีพิจารณา 
คดีผู้บริโภค พ.ศ. 2551 พระราชบัญญัติความรับผิดต่อความเสียหายที่เกิดขึ้นจากสินค้าที่ไม่ปลอดภัย 
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พ.ศ. 2551 ประมวลกฎหมายอาญา พระราชบัญญัติความรับผิดทางละเมิดของเจ้าหน้าที่ พ.ศ.  2539  
และทฤษฎีทุรเวชปฏิบัติ ผู้วิจัยพบว่า มีปัญหาที่น่าสนใจและจะต้องได้รับการแก้ไขปรับปรุง ดังต่อไปนี้  
 1. ปัญหาการขาดการรับรองเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม เนื่องจากในประเทศ
ไทยมีกฎหมายที่เกี่ยวข้องกับเครื่องมือทางการแพทย์  ที่สามารถน ามาเทียบเคียงกับเทคโนโลยี
ปัญญาประดิษฐ์ในวิชาชีพเวชกรรมได้ คือ พระราชบัญญัติเครื่องมือแพทย์ พ.ศ.  2551 ที่มีการก าหนด
หลักเกณฑ์และวิธีการในการขออนุญาตผลิตหรือน าเข้าเครื่องมือแพทย์ เพ่ือควบคุมการน าเข้าหรือ 
ผลิตเครื่องมือแพทย์ที่จะน ามาใช้ในประเทศไทย เพ่ือรับรองความปลอดภัยของเครื่องมือแพทย์ก่อน
น าไปใช้งาน ตามมาตรา 6 เพ่ือให้การใช้เครื่องมือแพทย์เป็นไปอย่างเหมาะสม แต่ไม่ครอบคลุมไปถึง
กรณีที่สถานพยาบาลของรัฐและเอกชนซื้อเครื่องมือแพทย์ในประเทศไทย ดังนั้น หากสถานพยาบาล
ของรัฐหรือเอกชนในประเทศไทย ที่ได้ด าเนินการซื้อเครื่องมือแพทย์ในประเทศไทย การซื้อดังกล่าวย่อม 
ไม่ได้รับการรับรองโดยคณะกรรมการอาหารและยา อันแสดงให้เห็นว่าพระราชบัญญัติดังกล่าวไม่ได้
บังคับใช้กับทุกกรณีที่มีการน าเครื่องมือแพทย์ไปใช้ในสถานพยาบาลของรัฐและเอกชน ประกอบกับ  
กรมสนับสนุนบริการสุขภาพกระทรวงสาธารณสุข ได้ก าหนดหลักเกณฑ์มาตรฐานในการจัดตั้งศูนย์
เครื่องมือแพทย์ เพ่ือเพ่ิมประสิทธิภาพในการท างาน เพ่ือให้สถานพยาบาลในประเทศไทยที่ต้องการ 
เข้าร่วมน าหลักเกณฑ์ดังกล่าวไปปรับใช้ในสถานพยาบาลของตน โดยสถานพยาบาลดังกล่าวจะถูก
ประเมินผลการปฏิบัติงาน โดยหากได้ด าเนินการผ่านมาตรฐานก็จะได้รับการรับรองจากกรมสนับสนุน
บริการสุขภาพ (กองควบคุมเครื่องมือแพทย์ ส านักงานคณะกรรมการอาหารและยา กระทรวง
สาธารณสุข, 2559) ซึ่งถือเป็นการรับรองคุณภาพในการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม
ของไทยได้ โดยปัญหาการขาดการรับรองเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมในประเทศไทย 
เกิดข้ึนจากสาเหตุดังต่อไปนี้  
  1.1 การไม่มีค านิยามของค าว่าเทคโนโลยีปัญญาประดิษฐ์ที่ใช้ในวิชาชีพเวชกรรม อาจเป็น 
ช่องโหว่ทางกฎหมายที่ไม่สามารถตีความถึงเทคโนโลยีปัญญาประดิษฐ์ที่น ามาใช้ในสถานพยาบาลได้  
อันน าไปสู่การขาดความน่าเชื่อถือจากผู้รับบริการ และอาจเป็นข้อจ ากัดทางกฎหมายในการพัฒนา
เทคโนโลยีปัญญาประดิษฐ์ดังกล่าว ซึ่งเมื่อพิจารณาถึงกฎหมายที่เกี่ยวข้องกับเทคโนโลยีปัญญาประดิษฐ์
ที่ใช้ในวิชาชีพเวชกรรมในประเทศไทยเท่าที่สามารถเทียบเคียงได้ คือ พระราชบัญญัติเครื่องมือแพทย์ 
พ.ศ. 2551 ซึ่งมีการก าหนดถึงนิยามของค าว่าเครื่องมือแพทย์ไว้ ตามมาตรา 4 แต่อย่างไรก็ตาม  
หากเทคโนโลยีปัญญาประดิษฐ์อ่ืน ๆ ที่ไม่สามารถตีความว่าเป็นเครื่องมือแพทย์ตามพระราชบัญญัติ
ดังกล่าว เทคโนโลยีปัญญาประดิษฐ์นั้นก็จะไม่ได้รับการรับรอง   
  1.2 กระบวนการขออนุญาตใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมในประเทศไทย 
ไม่มีบรรทัดฐานและกระบวนการในการขออนุญาตส าหรับโรงพยาบาลของรัฐและโรงพยาบาลเอกชน  
ที่มีมาตรฐานและวิธีการเดียวกัน เนื่องจากคณะกรรมการอาหารและยาจะควบคุมดูแลเฉพาะกรณี  
ที่โรงพยาบาลของรัฐจะผลิตหรือน าเข้าเครื่องมือทางการแพทย์เข้ามาใช้ในสถานพยาบาลในประเทศ 
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ไทยเท่านั้น โดยมีการก าหนดหลักเกณฑ์และวิธีการตามพระราชบัญญัติเครื่องมือแพทย์ พ.ศ.  2551  
โดยจะต้องมีหนังสือรับรองประกอบการน าเข้าเครื่องมือแพทย์ และกรณีการจัดตั้งศูนย์เครื่องมือแพทย์       
ซึ่งเป็นแนวทางของกรมสนับสนุนบริการสุขภาพ กระทรวงสาธารณสุข ที่ใช้เป็นแนวทางในการน าระบบ
เอกสารไปประยุกต์ใช้ในกระบวนการท างานของสถานพยาบาลของรัฐและเอกชน โดยจะมีการประเมิน
มาตรฐานและรับรองโดยกรมสนับสนุนทางการแพทย์ โดยมีกระบวนการได้รับอนุญาต การรับเข้า
เครื่องมือแพทย์ การจัดเก็บเครื่องมือแพทย์ แต่อย่างไรก็ตาม ศูนย์จัดตั้งเครื่องมือแพทย์ อยู่ภายใต้ 
หลักใจสมัครในการจัดตั้งศูนย์เครื่องมือแพทย์ของสถานพยาบาลต่าง ๆ ดังนั้น หากสถานพยาบาลของ
รัฐหรือเอกชนใด ที่ไม่ได้จัดตั้งศูนย์เครื่องมือแพทย์ สถานพยาบาลดังกล่าวย่อมไม่ได้รับการรับรอง 
  1.3 การไม่มีหน่วยงานรัฐที่ก ากับดูแลการใช้ เทคโนโลยีปัญญาประดิษฐ์ ในวิชาชีพ 
เวชกรรมในประเทศไทยที่ครอบคลุม เนื่องจากไม่มีการก ากับดูแลหรือก าหนดให้หน่วยงานภาครัฐดูแล
การใช้เทคโนโลยีในวิชาชีพเวชกรรมเป็นการเฉพาะ ที่สามารถก ากับดูแลครอบคลุมทุกกรณี และไม่มี  
การก าหนดให้สถานพยาบาลที่ซื้อเครื่องมือแพทย์ในประเทศไทย ต้องขอรับอนุญาตก่อนจึงจะน า
เครื่องมือดังกล่าวไปใช้ในวิชาชีพเวชกรรมได้ ส่งผลให้ไม่มีการตรวจสอบมาตรฐานของเทคโนโลยี
ปัญญาประดิษฐ์ดังกล่าว ว่ามีมาตรฐานและปลอดภัยต่อการใช้งานของผู้ใช้และผู้รับบริการ  
 2. ปัญหาการไม่มีขอบเขตแห่งความรับผิดและการก าหนดตัวบุคคลที่ต้องรับผิดจากการใช้
เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมที่ชัดเจน เนื่องจากผู้เสียหายสามารถฟ้องร้องบังคับคดี 
แก่บุคคลที่เป็นสาเหตุในการเกิดความเสียหาย โดยสามารถฟ้องร้องเป็นความรับผิดทางแพ่ง ความรับผิด
ทางอาญา ความรับผิดทางปกครอง หรือความรับผิดทางวิชาชีพ โดยขึ้นอยู่เจตนารมณ์ของผู้เสียหาย 
โดยความเสียหายที่เกิดจากปัญญาประดิษฐ์ อาจเกิดขึ้นได้จากหลายสาเหตุด้วยกัน โดยสามารถแบ่งได้
โดยความเสียหายที่เกิดจากตัวทรัพย์ก่อนใช้งาน อันอาจเกิดจากผู้ผลิตหรือผู้ประกอบการหรือบุคคลอื่น
ที่เกี่ยวข้องตามพระราชบัญญัติความรับผิดต่อความเสียหายจากสินค้าที่ไม่ปลอดภัย พ.ศ.  2551 หรือ
เกิดข้ึนภายหลังจากท่ีมีการใช้งานเทคโนโลยีปัญญาประดิษฐ์ โดยการควบคุมของบุคลากรทางการแพทย์ 
จึงส่งผลให้บุคคลที่ต้องรับผิดและขอบเขตของการรับผิดต่อความเสียหายที่เกิดขึ้นในแต่ละกรณี  อาจ
แตกต่างกันออกไป โดยไม่มีมาตรฐานในการก าหนดขอบเขตของการรับผิดที่ตายตัว จึงอาจก่อให้เกิด
ความไม่เป็นธรรมต่อบุคคลที่ต้องรับผิดได้ ซึ่งกฎหมายที่บังคับใช้อยู่ในปัจจุบันของประเทศไทย ก็ยังไม่
สามารถน ามาปรับใช้แก่กรณีได้ตามสมควรและเป็นธรรมแก่กรณี จึงส่งผลให้บุคคลที่ต้องรับผิดและ
ขอบเขตของการรับผิดต่อความเสียหายที่เกิดขึ้นในแต่ละกรณี อาจแตกต่างกันออกไป โดยไม่มีมาตรฐาน
ในการก าหนดขอบเขตของการรับผิดที่ตายตัว จึงอาจก่อให้เกิดความไม่เป็นธรรมต่อบุคคลที่ต้องรับผิดได้  
 3. ปัญหาการเยียวยาความเสียหายแก่ผู้เสียหายที่ไม่เป็นธรรม เมื่อมีความเสียหายเกิดขึ้น 
จากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม ผู้เสียหายจะต้องมีการไปฟ้องร้องเพ่ือบังคับ 
คดีเอาแก่บุคคลซึ่งเป็นสาเหตุ ซึ่งจากที่ผู้ป่วยต้องการไปรักษาพยาบาลให้อาการเจ็บป่วยของตนทุเลา 
แต่กลับได้รับความเสียหายกลับมา จากการผิดพลาดทางการรักษาหรือเทคนิคของเทคโนโลยี ปัญญา 
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ประดิษฐ์ดังกล่าว และการฟ้องร้องบังคับคดี มีกระบวนการด าเนินการของศาลที่ค่อนข้างใช้ระยะเวลา
พอสมควร ท าให้ผู้เสียหายได้รับการเยียวยาที่ล่าช้า อีกทั้งในการพิจารณาถึงค่าเสียหายต่อจิตใจ  
ศาลไทยเองยังไม่ได้ยอมรับเท่าศาลของต่างประเทศ เนื่องจากมีข้อจ ากัดอย่างมากในการพิจารณา  
โดยความเสียหายดังกล่าวต้องเกิดกับผู้เสียหายและผู้เสียหายได้ใช้สิทธิในการเรียกร้องด้วยตนเอง  
ตามมาตรา 446 แห่งประมวลกฎหมายแพ่งและพาณิชย์ จึงท าให้ผู้เสียหายอาจไม่ได้รับการเยียวยา
ความเสียหายที่สมควรแก่กรณีเท่าที่ควร ประกอบกับระบบกฎหมาย Civil law ของประเทศไทย มีการ
ก าหนดหลักการค่าสินไหมทดแทนความเสียหายโดยเพ่ือชดเชยและเยียวยาให้ผู้เสียหายกลับคืน 
สู่สภาพเดิม อันข้อจ ากัดหนึ่งในการตีความเพ่ือพิจารณาถึงความเสียหาย 
  
อภิปรายผล 
  จากการวิเคราะห์ปัญหาทางกฎหมายและทฤษฎีที่ เกี่ยวข้องกับการใช้เทคโนโลยีปัญญา 
ประดิษฐ์ในวิชาชีพเวชกรรมของไทย โดยการศึกษาเปรียบเทียบกับกฎหมายและทฤษฎีที่เกี่ยวข้อง 
กับการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมของประเทศสหรัฐอเมริกาและสหภาพยุโรป  
  ผู้วิจัยจึงมุ่งเน้นศึกษาหาแนวทางการแก้ไขปัญหาความรับผิดทางการแพทย์จากการใช้
เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม และมีข้อเสนอแนะในการแก้ไขปัญหาความรับผิด  
ทางการแพทย์ในการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม ดังนี้  
  1. การรับรองเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม เนื่องจากการศึกษากฎหมาย 
และทฤษฎีที่เกี่ยวข้องกับปัญญาประดิษฐ์วิชาชีพเวชกรรมของต่างประเทศ พบแนวทางการแก้ไขปัญหา 
การขาดการรับรองเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม โดยต้องมีการรับรองเทคโนโลยี
ปัญญาประดิษฐ์ในวิชาชีพเวชกรรม ดังนี้  
  1.1 ก าหนดค านิยามของค าว่าเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม เนื่องจาก 
การขาดค านิยามของค าว่าเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม ส่งผลกระทบในการพิจารณา 
ว่าเทคโนโลยีปัญญาประดิษฐ์ที่ใช้ในวิชาชีพเวชกรรม ต้องมาขอรับอนุญาตเพ่ือรับรองการใช้งาน
เทคโนโลยีปัญญาประดิษฐ์หรือไม่ อันอาจเป็นช่องโหว่ทางกฎหมายที่ท าให้สถานพยาบาลหลีกเลี่ยง 
ไม่น าเทคโนโลยีปัญญาประดิษฐ์ดังกล่าวมาขอรับรอง ซึ่งจากการศึกษา The Artificial Intelligence 
Act ของสหภาพยุโรป พบว่า มีการก าหนดค านิยามของค าว่าปัญญาประดิษฐ์ที่มีความเสี่ยงสูงไว้  
ตามมาตรา 6 โดยมีสาระส าคัญว่า ปัญญาประดิษฐ์ดังกล่าวต้องอยู่ภายใต้กฎหมายและต้องผ่าน 
การประเมินก่อนน าเข้าสู่ตลาดหรือก่อนน าไปใช้งาน เพ่ือเป็นการควบคุมเทคโนโลยีปัญญาประดิษฐ์  
(The AI Act, 2023) ดังนั้น จึงควรก าหนดให้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมจะต้องอยู่
ภายใต้กฎหมาย โดยก าหนดให้ผู้ประกอบการหรือผู้ใช้ต้องด าเนินการต่าง  ๆ ให้อยู่ภายใต้กฎหมาย  
และปัญญาประดิษฐ์ดังกล่าวต้องได้รับการประเมินหรือทดสอบก่อนน าไปใช้งาน เพ่ือยืนยันถึงมาตรฐาน
และความปลอดภัยในการใช้งานเทคโนโลยีปัญญาประดิษฐ์ดังกล่าว  
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  1.2 ก าหนดกระบวนการขออนุญาตรับรองเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม 
ให้มีมาตรฐานเดียวกัน ซึ่งจากการศึกษา The Artificial Intelligence Act ของสหภาพยุโรป พบว่า  
การขออนุญาตใช้งานปัญญาประดิษฐ์ที่มีความเสี่ยงสูง มีสาระส าคัญคือ 1) ผู้ให้บริการรับรองว่า
ปัญญาประดิษฐ์ดังกล่าวมีการปฏิบัติตามข้อก าหนด มีระบบการจัดการคุณภาพเป็นไปตามข้อบังคับ และ
รับรองว่าปัญญาประดิษฐ์ผ่านกระบวนการประเมินความสอดคล้องก่อนน าไปใช้งานหรือน าเสนอเข้า
ตลาด และปฏิบัติหน้าที่ในการลงทะเบียน และต้องก าหนดระบบบริหารจัดการคุณภาพท่ีใช้ในการยืนยัน
การปฏิบัติตามข้อก าหนด ที่จะต้องมีลักษณะเป็นเอกสารในลักษณะที่เป็นระเบียบ นโยบาย ขั้นตอนและ
ค าแนะน าที่ถูกต้อง 2) ผู้ให้บริการปัญญาประดิษฐ์ต้องให้ปัญญาประดิษฐ์ดังกล่าวผ่านกระบวนการ
ประเมินความสอดคล้อง ดังนั้น จึงเห็นควรให้มีกระบวนการขอรับอนุญาตที่มีมาตรฐานอย่างเดียวกันทั้ง
ในสถานพยาบาลของรัฐและเอกชน โดยมีสาระส าคัญดังนี้  
    1.2.1 ก าหนดบุคคลผู้มีสิทธิขออนุญาต ว่าจะต้องเป็นสถานพยาบาลของรัฐหรือเอกชน
ที่ต้องการใช้ปัญญาประดิษฐ์ไปใช้งานในวิชาชีพเวชกรรม โดยต้องแสดงถึงเจตนาและวัตถุประสงค์ของ
การน าเทคโนโลยีปัญญาประดิษฐ์ดังกล่าวไปใช้งาน  
  1.2.2 สถานพยาบาลต้องก าหนดระบบบริหารจัดการคุณภาพ เ พ่ือยืนยันว่า
สถานพยาบาลของตนได้จัดการคุณภาพของปัญญาประดิษฐ์อย่างเป็นระบบ 
   1.2.3 สถานพยาบาลต้องผ่านการประเมินจากหน่วยงานที่ก ากับดูแล เพ่ือให้ทราบก่อน
มีการน าเทคโนโลยีปัญญาประดิษฐ์ไปใช้งาน ว่าเทคโนโลยีปัญญาประดิษฐ์ดังกล่าวมีมาตรฐาน 
และปลอดภัยเพียงพอต่อการใช้งานและบุคคลที่เกี่ยวข้องหรือไม่ เพ่ือลดความเสี่ยงที่ไม่คาดคิดในการ
ปฏิบัติงานของเทคโนโลยีปัญญาประดิษฐ์ดังกล่าว 
   1.2.4 ก าหนดบทลงโทษ เพ่ือป้องกันการไม่ขออนุญาตใช้งานเทคโนโลยี ปัญญา 
ประดิษฐ์ในวิชาชีพเวชกรรม และการหลีกเลี่ยงหรือไม่ปฏิบัติตามหลักเกณฑ์และขั้นตอนในการขออนุญาต 
 1.3 ก าหนดหน่วยงานที่ก ากับดูแลการรับรองเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ 
เวชกรรมทั้งภาครัฐและเอกชนให้อยู่ภายใต้มาตรฐานเดียวกัน โดยให้มีอ านาจหน้าที่ดังนี้ 
  1.3.1 หน่วยงานจะต้องมีความรู้ความเชี่ยวชาญทางด้านเทคโนโลยีปัญญาประดิษฐ์ 
เพ่ือให้การก ากับดูแลเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมดังกล่าวเป็นไปอย่างมีประสิทธิภาพ 
  1.3.2 หน่วยงานมีหน้าที่ในการก ากับดูแลสถานพยาบาลที่มีการใช้งานเทคโนโลยี
ปัญญาประดิษฐ์ในวิชาชีพเวชกรรมทั้งในสถานพยาบาลของรัฐและเอกชน โดยเทคโนโลยีปัญญาประดิษฐ์ 
ในวิชาชีพเวชกรรมที่สถานพยาบาลดังกล่าวน าไปใช้ต้องได้รับการรับรองหรืออนุญาตจากหน่วยงานที่  
ก ากับดูแลก่อน 
 1.3.3 หน่วยงานต้องตรวจสอบความปลอดภัยของเทคโนโลยีปัญญาประดิษฐ์ โดยให้
ผู้ประกอบการในด้านการผลิตเทคโนโลยีปัญญาประดิษฐ์ รายงานผลขั้นตอนการผลิตเพ่ือยืนยันถึงความ



 

  
 
 

137   วารสารศึกษิตาลัย                                             ปีท่ี 5 ฉบับท่ี 2 (พฤษภาคม – สิงหาคม 2567)   

 

ปลอดภัยของเทคโนโลยีปัญญาประดิษฐ์และมาตรฐาน ตามข้อก าหนดของหน่วยงานที่ก ากับดูแล เพ่ือ
ยืนยันต่อหน่วยงานที่ก ากับดูแลว่าผู้ประกอบการได้ด าเนินการตามระเบียบและเป็นไปตามมาตรฐาน  
 1.3.4 หน่วยงานจะต้องมีการประเมินเทคโนโลยีปัญญาประดิษฐ์ทางการแพทย์ เพ่ือให้
ค าแนะน าการใช้เทคโนโลยีปัญญาประดิษฐ์ที่มีคุณภาพและก่อให้เกิดประสิทธิภาพสูงในการดูแลสุขภาพ 
 2. การก าหนดขอบเขตแห่งความรับผิดและการก าหนดตัวบุคคลที่ต้องรับผิดจากการใช้  
เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมที่ชัดเจน เนื่องจากการศึกษากฎหมายและทฤษฎีที่เกี่ยวข้อง
กับปัญญาประดิษฐ์วิชาชีพเวชกรรมของต่างประเทศ พบแนวทางในการก าหนดขอบเขตแห่งความ 
รับผิดและการก าหนดตัวบุคคลที่ต้องรับผิดจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม ดังนี้ 
 2.1 ก าหนดขอบเขตความรับผิดที่เกิดจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ 
เวชกรรมที่ชัดเจน และจากการศึกษาประเภทของความรับผิดจากการใช้เทคโนโลยีปัญญาประดิษฐ์  
ในวิชาชีพเวชกรรมของประเทศสหรัฐอเมริกา พบว่า มีการแบ่งประเภทความรับผิดจากการใช้ 
เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมออกเป็น 3 ประเภท คือ 1) ความรับผิดต่อผลิตภัณฑ์  
(The Restatement Of Torts) โดยแบ่งเป็นข้อบกพร่องในการออกแบบ (Design defect) ข้อบกพร่อง
ในการผลิต (Manufacturing Defect) และข้อบกพร่องจากค าเตือนหรือค าแนะน า (Failure to Warn) 
โดยความรับผิดจะตกอยู่ แก่ผู้ ผลิตหรือผู้ประกอบการ โดยใช้หลักความรับผิดอย่ างเข้มงวด  
(Frank Griffin, 2021) 2) ทุรเวชปฏิบัติ  (Medical Malpractice) ซึ่ งความรับผิดจะตกแก่แพทย์หรือ 
ผู้ควบคุมหรือครอบครองเทคโนโลยีปัญญาประดิษฐ์ในการรักษา และ 3) ความรับผิดอ่ืน ๆ เช่น  
ความประมาทเลินเล่อของเจ้าของเทคโนโลยีปัญญาประดิษฐ์ ซึ่งอาจเกิดจากกรณีที่มีการดูและบ ารุง 
รักษาเทคโนโลยีปัญญาประดิษฐ์ที่เหมาะสมหรือสมควรแก่กรณี  โดยความรับผิดจะตกอยู่แก่เจ้าของ 
เทคโนโลยีปัญญาประดิษฐ์ ดังนั้น เพ่ือเพ่ิมการหลีกเลี่ยงในการโต้แย้งความรับผิดของบุคคลผู้เกี่ยวข้อง 
กับการใช้งานเทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมในประเทศไทย และเพ่ือสะดวกในการ 
พิจารณาถึงบุคคลที่ต้องรับผิดจากความเสียหายได้อย่างเหมาะสม โดยมีการแบ่งประเภท 3 ประเภทดังนี้  

2.1.1 ความรับผิดต่อความเสียหายที่เกิดขึ้นจากผลิตภัณฑ์ โดยเห็นควรเพิ่มประเภท
ของความบกพร่องอันอาจก่อให้เกิดความเสียหายจากการใช้งานเทคโนโลยีปัญญาประดิษฐ์ เพ่ือความ
สะดวกในการพิจารณาถึงตัวบุคคลที่ต้องรับผิดต่อความเสียหายได้อย่างเหมาะสม  

2.1.2 กรณีความร ับผ ิดต ่อความเส ียหายที ่เก ิดขึ ้นจากทุรเวชปฏิบัต ิที ่ม ีการน า
บทบัญญัติกฎหมายที่แตกต่างกันมาแยกพิจารณาตามแพทย์ที่ปฏิบัติงานในสถานพยาบาลของรัฐหรือ
เอกชน ควรมีการพิจารณาความรับผิดจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมทั้งใน
สถานพยาบาลของรัฐและเอกชนให้เป็นไปตามมาตรฐานเดียวกัน  

2.1.3 ก าหนดเหตุแห่งความเสียหายที่เกิดขึ้นจากกรณีอื่น ๆ ที่ไม่ได้มีการก าหนดไว้ 
เช่น ความประมาทเลินเล่อของเจ้าของเทคโนโลยีปัญญาประดิษฐ์ ซึ่งอาจเกิดจากกรณีที่มีการดูและ
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บ ารุงรักษาเทคโนโลยีปัญญาประดิษฐ์ที่เหมาะสมหรือสมควรแก่กรณี เพื่อป้องกันการลีกเลี ่ยงหรือ
โต้แย้งความผิดของบุคคลผู้เป็นสาเหตุแห่งความเสียหายได้  
 2.2 ก าหนดตัวบุคคลที่ต้องรับผิดที่ เกิดจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ 
เวชกรรมของประเทศไทยชัดเจน เพ่ือป้องกันไม่ให้บุคคลที่ใช้งานเทคโนโลยีปัญญาประดิษฐ์ที่ก่อให้  
เกิดความเสียหายโต้แย้งการรับผิด จึงเห็นควรให้เพ่ิมความรับผิดต่อผลิตภัณฑ์ให้ชัดเจนมากยิ่งขึ้น 
โดยแบ่งประเภทของความรับผิดต่อผลิตภัณฑ์เป็น 3 ประเภท คือ ข้อบกพร่องในการออกแบบข้อบกพร่อง
ในการผลิตและข้อบกพร่องจากค าเตือนหรือค าแนะน า และก าหนดประเภทของความรับผิดอ่ืนที่เกิดขึ้น
จากการไม่ดูแลบ ารุงรักษาเทคโนโลยีปัญญาประดิษฐ์ดังกล่าวให้เหมาะสม ซึ่งสถานพยาบาลต้องรับผิด  
อาจท าให้เกิดการปฏิเสธความรับผิดของสถานพยาบาลดังกล่าวได้ อีกทั้งกฎหมายที่บังคับใช้อยู่ในประเทศ
ไทย ก็ไม่ใช่กฎหมายที่สามารถระบุถึงความรับผิดของบุคคลจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ
เวชกรรมได้โดยตรง และไม่สามารถปรับใช้กับความผิดที่เกิดจากปัญญาประดิษฐ์ที่เป็นทรัพย์ได้ ดังนั้น  
จึงต้องมีการก าหนดความรับผิดที่เกิดขึ้นจากการไม่บ ารุงและดูแลรักษาเทคโนโลยีปัญญาประดิษฐ์  
ทางการแพทย์ เพ่ือป้องกันการก าหนดตัวบุคคลที่ต้องรับผิดในลักษณะดังกล่าวในอนาคต อีกท้ังความรับ
ผิดทางวิชาชีพทางการแพทย์ของประเทศไทย มีการน าบทบัญญัติที่น ามาปรับใช้ต่อการรับผิดที่แตกต่าง
กัน โดยแบ่งการพิจารณา ดังนี้ ความเสียหายเกิดจากการปฏิบัติหน้าที่ในสถานพยาบาลของรัฐ จะต้อง  
น าพระราชบัญญัติความรับผิดทางละเมิดของเจ้าหน้าที่ พ.ศ. 2539 มาใช้บังคับ แต่ความเสียหายจาก 
การปฏิบัติหน้าที่ในสถานพยาบาลของเอกชน น าประมวลกฎหมายแพ่งและพาณิชย์มาพิจารณา ซึ่งบท
กฎหมายทั้งสองมีความแตกต่างกันอย่างมาก จึงถือเป็นช่องว่างที่แตกต่างในการบังคับใช้กฎหมาย  
ดังนั้น จึงควรก าหนดกระบวนการของความรับผิดทางการแพทย์ให้มีมาตรฐานเดียวกัน เพ่ือให้เกิด 
ความเป็นธรรมทั้งกับตัวบุคคลที่เสียหายและผู้กระท าผิดด้วย 
 3. การเยียวยาความเสียหาย ที่เกิดขึ้นจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรม 
ของประเทศไทย คือหลักส าคัญหนึ่งประการที่จะต้องมีมาตรการการเยียวยาความเสียหายที่เป็นธรรม 
ต่อผู้เสียหายมากที่สุด เนื่องจากผู้เสียหายต้องมีการฟ้องร้องบังคับคดีต่อศาล ซึ่งมีกระบวนการพิจารณา 
ที่ล่าช้า ส่งผลให้ผู้เสียหายได้รับการเยียวยาที่ล่าช้า และการเยียวยาความเสียหายของไทย ไม่มีการ
ก าหนดการพิจารณาที่ตายตัวเสมอไป อย่างที่ทราบกันดีว่าค่าเสียหายต่อจิตใจ ศาลไทยไม่ค่อยยอมรับใน 
การพิจารณาให้ค่าเสียหายดังกล่าวแก่ผู้เสียหาย โดยขึ้นอยู่ในดุลพินิจของศาล ไม่เหมือนกับศาลของประเทศ
อเมริกา และจากการศึกษา “The Restatement Of Tort” ของประเทศสหรัฐอเมริกา พบว่า กฎหมาย
ดังกล่าวก าหนดว่าบุคคลที่ได้รับความเสียหายสามารถฟ้องร้องเรียกค่าเสียหายได้ ถึงแม้ว่าจะไม่ใช่ผู้ซื้อ 
หรือใช้สินค้าก็ตาม และให้สิทธิในการเรียกค่าเสียหายที่เป็นตัวเงินและไม่ใช่ตัวเงิน และสิทธิค่าสินไหม
ทดแทนส าหรับกรณีเกิดความทุกข์ทรมานจากการสูญเสียบุคคลในครอบครัว (Loss of Consortium) และ
คณะลูกขุน สามารถก าหนดค่าสินไหมทดแทนเชิงลงโทษได้ หากผู้ผลิตรู้ว่าสินค้ามีความช ารุดบกพร่องและ
อาจก่อให้เกิดอันตราย (มานิตย์ จุมปา, 2554) ดังนั้น จึงต้องมีการลดข้อจ ากัดในการพิจารณาถึงค่าเสียหาย
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ต่อจิตใจ โดยควรแก้ไขให้ผู้เสียหายหรือบุคคลผู้มีสิทธิสามารถเรียกร้องค่าเสียหายดังกล่าวแทนผู้เสียหายได้ 
อีกทั้ง ควรมีการเพ่ิมมาตรการการเยียวยาความเสียหาย โดยสามารถเรียกค่าสินไหมทดแทนส าหรับ Loss of 
Consortium และค่าสินไหมทดแทนเชิงลงโทษ และควรแก้ไขหลักการชดเชยความเสียหายโดยไม่ต้องพิสูจน์
ให้ใช้บังคับกับสถานพยาบาลทั้งของรัฐและเอกชน มิใช่ถูกจ ากัดอยู่เพียงแค่ผู้รับบริการที่ขึ้นทะเบียนเป็น
ผู้ประกันตนต่อส านักงานประกันสุขภาพแห่งชาติ เพ่ือให้ผู้เสียหายได้รับการเยียวยาที่เป็นธรรมมากยิ่งขึ้น 
 
สรุป/ข้อเสนอแนะ 
  การศึกษาปัญหาความรับผิดทางการแพทย์จากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ 
เวชกรรมสรุปได้ว่า ในประเทศไทยมีการน าเทคโนโลยีปัญญาประดิษฐ์เข้ามาใช้งานในวิชาชีพเวชกรรม
แล้วตามสถานพยาบาลต่าง ๆ ทั้งในส่วนของรัฐและเอกชน แต่กฎหมายที่มีอยู่ในประเทศไทย อันได้แก่ 
พระราชบัญญัติเครื่องมือแพทย์ พ.ศ. 2551 ประมวลกฎหมายแพ่งและพาณิชย์ พระราชบัญญัติ 
ความรับผิดต่อความเสียหายที่เกิดขึ้นจากสินค้าที่ไม่ปลอดภัย พ.ศ. 2551 หรือพระราชบัญญัติ 
ความรับผิดทางละเมิดของเจ้าหน้าที่ พ.ศ. 2539 ก็ยังไม่สามารถน ามาปรับใช้ในกรณีที่มีความเสียหาย
จากการใช้เทคโนโลยีปัญญาประดิษฐ์ได้อย่างเป็นธรรมเท่าที่ควร และจากการศึกษากฎหมายที่เกี่ยวข้อง
กับความรับผิดทางการแพทย์จากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพเวชกรรมของต่างประเทศ 
พบว่า ในประเทศสหรัฐอเมริกามีกฎหมายเฉพาะที่เกี่ยวข้องกับความรับผิดต่อความเสียหายที่เกิดขึ้น
จากสินค้าที่ไม่ปลอดภัย โดยมีการจ าแนกข้อบกพร่องของสินค้าดังกล่าวไว้ อันเป็นประโยชน์ต่อการ
น ามาก าหนดตัวผู้รับผิดจากความเสียหายที่เกิดขึ้นจากการใช้เทคโนโลยีปัญญาประดิษฐ์ในวิชาชีพ 
เวชกรรมของประเทศไทยได้  
  ข้อเสนอแนะ 
  จากการศึกษาผู้วิจัยมีข้อเสนอแนะ ดังนี้ 
  1. ควรน าวิธีการจ าแนกข้อบกพร่องของสินค้าที่ไม่ปลอดภัย อันได้แก่ ข้อบกพร่องในการออก
แบบ ข้อบกพร่องในการผลิตและข้อบกพร่องจากค าเตือนมาปรับใช้กับกรณีการเกิดความเสี ยหายจาก
การใช้เทคโนโลยีปัญญาประดิษฐ์ในประเทศไทย 
  2. ประเทศไทยควรก าหนดหน่วยงานภาครัฐที่มีความรู้ความเชี่ยวชาญทั้งในด้านเทคโนโลยี  
และทางการแพทย์ ในการก ากับดูแลสถานพยาบาลทั้งของรัฐและเอกชนที่มีการน าเทคโนโลยี
ปัญญาประดิษฐ์ไปใช้งานในวิชาชีพเวชกรรม เพ่ือให้เกิดประสิทธิภาพในการก ากับดูแลอย่างสูงที่สุด 
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