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บทคัดย่อ  
 การศึกษานี ้จ ึงมีว ัตถ ุประสงค์หลักเพื ่อสังเคราะห์ ประเด็นสำคัญด้านจริยธรรมของปัญญาประดิษฐ์ในการวิจ ัย

สถาบันอุดมศึกษา วิเคราะห์กรอบจริยธรรมปัญญาประดิษฐ์และแนวทางการกำกับดูแลจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัย
สถาบันอุดมศึกษา พร้อมท้ังเสนอแนะแนวทางการพัฒนาจริยธรรมปัญญาประดิษฐ์ในการวิจัยในสถาบันอุดมศึกษา โดยใช้วิธีการทบทวน
วรรณกรรมอย่างเป็นระบบจากฐานข้อมูลทางวิชาการที่เชื่อถือได้ ในช่วงปี ค.ศ. 2016-2024 และสังเคราะห์วรรณกรรมแบบพรรณา 

ผลการศึกษาพบว่า จริยธรรมในการใช้ปัญญาประดิษฐ์ในการวิจัยในระดับอุดมศึกษาประสบกับความท้าทายทั้งความโปร่งใส 
ความลำเอียงและความรับผิดชอบ แต่กลับยังขาดกรอบจริยธรรมและแนวปฏิบัติที่ชัดเจนและเฉพาะเจาะจงในการกำกับดูแลการวิจัย ทำ
ให้สถาบันอุดมศึกษาจำเป็นต้องพัฒนานโยบายจริยธรรมเชิงรุกและจัดตั้งคณะกรรมการจริยธรรมการใช้ปัญญาประดิษฐ์ โดยให้
ความสำคัญการพัฒนากรอบจริยธรรมและแนวทางปฏิบัติสำหรับการใช้ปัญญาประดิษฐ์ ในการวิจัย การจัดตั ้งคณะกรรมการ
คณะกรรมการจริยธรรมการใช้ปัญญาประดิษฐ์ในระดับสถาบัน พัฒนาหลักสูตรและจัดการอบรมด้านจริยธรรมปัญญาประดิษฐ์ 
สนับสนุนการวิจัยเกี่ยวกับจริยธรรมการใช้ปัญญาประดิษฐ์ และ ส่งเสริมความร่วมมือระหว่างสถาบันเพื่อการพัฒนาแนวปฏิบัติที่มี
ประสิทธิภาพร่วมกัน เพื่อให้มั่นใจได้ว่าการนำปัญญาประดิษฐ์ไปใช้ในการวิจัยนั้น จะเป็นไปอย่างมีคุณภาพ โปร่งใส เชื่อถือได้ และสร้าง
ประโยชน์อย่างยั่งยืนแก่สังคมโดยรวม 
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Abstract  
This study's primary objectives are to synthesize the key ethical issues of artificial intelligence (AI) in research 

within higher education institutions, analyze ethical frameworks and governance guidelines for the use of AI in 
academic research, and propose recommendations for the development of AI ethics in this context.  A systematic 
literature review was conducted, drawing from credible academic databases for the period 2016- 2024, and the 
findings were synthesized descriptively. 

The results indicate that the ethical application of AI in higher education research faces significant challenges 
concerning transparency, bias, and accountability.  Concurrently, there is a distinct lack of clear and specific ethical 
frameworks and practical guidelines for research governance.  Consequently, it is imperative for higher education 
institutions to proactively develop ethical policies and establish dedicated AI ethics committees.  Key 
recommendations include the development of comprehensive ethical frameworks and practical guidelines for AI in 
research, the establishment of institutional-level AI ethics committees, the creation of curricula and training programs 
on AI ethics, the support for further research into the ethics of AI application, and the promotion of inter-institutional 
collaboration to jointly develop effective practices. Such measures are essential to ensure that the integration of AI 
in research is of high quality, transparent, reliable, and capable of generating sustainable benefits for society as a 
whole. 
Keywords:     AI Ethics, Research, Higher Education 
 
ความเป็นมาและความส าคัญของปัญหา  

เทคโนโลยีปัญญาประดิษฐ์มีรากฐานจากการเรียนรู้ของเครื่อง (Machine Learning) เป็นเทคโนโลยีที่คอมพิวเตอร์สามารถ
เรียนรู้และปรับปรุงตนเองได้จากข้อมูล การประมวลผลภาษาธรรมชาติ (Natural Language Processing) เป็นเทคโนโลยีที่ช่วยในการ
วิเคราะห์และทำความเข้าใจภาษามนุษย์ และการเรียนรู้เชิงลึก (Deep Learning) ทีร่ับข้อมูลและเรียนรู้เลียนแบบการทำงานของสมอง
มนุษย์ (Zhang, & Lu, 2021) ในช่วงทศวรรษที่ผ่านมา การพัฒนาของเทคโนโลยีปัญญาประดิษฐ์ (Artificial Intelligence AI) ได้
ก้าวหน้าอย่างรวดเร็วและสร้างผลกระทบต่อการเรียนการสอนและการวิจัยในระดับอุดมศึกษา โดยเฉพาะอย่างยิ่งการปรับเปลี่ยนวิธีการ
ดำเนินงานวิจัยตั้งแต่ขั้นตอนการทบทวนวรรณกรรม การเก็บรวบรวมและวิเคราะห์ข้อมูล ไปจนถึงการเขียนและเผยแพร่ผลงา นวิจัย  
ปัญญาประดิษฐ์สร้างสรรค์ (Generative AI) เช่น ChatGPT Gemini Claude กลายเป็นเครื่องมือวิจัยให้แก่นักศึกษาระดับบัณฑิตศึกษา 
และคณาจารย์ในสถาบันอุดมศึกษาทั่วโลก รวมถึงประเทศไทย 

บุคลากรในระดับอุดมศึกษา ไม่ว่าจะเป็นนักศึกษา อาจารย์ และบุคลากรสายสนับสนุน จำเป็นต้องให้ความสำคัญกับการ
ดำเนินการวิจัยเพื่อเพ่ิมพูนความก้าวหน้าในการเรียนรู้ การพัฒนาตำแหน่งวิชาชีพ และการสร้างองค์ความรู้ในแก่อุตสาหกรรม หลักสูตร
ในมหาวิทยาลัยบรรจุเนื้อหาการวิจัยในการเรียนการสอน โดยให้นักศึกษามีการดำเนินการวิจัยเพื่อแสวงหาคำตอบหรือข้อมูลใหม่ที่เอื้อ
ต่อการตัดสินใจแก้ไขปัญหาต่างๆ ในสังคม นอกจากน้ี คณาจารย์และบุคลากรจำเป็นต้องดำเนินการวิจัย เพื่อพัฒนาความรู้ให้แก่ตนเอง 
เพิ่มพูนประสิทธิภาพการทำงาน และสร้างความก้าวหน้าในสายงาน เพื่อปรับปรุงงานของตนในการสนับสนุนการเรียนการสอนใน
ระดับอุดมศึกษาให้มีประสิทธิภาพยิ่งขึ้น การประยุกต์ใช้ปัญญาประดิษฐ์มาใช้ในการวิจัยก่อให้เกิดประโยชน์มากมาย ทั้งการการเพิ่ม
ประสิทธิภาพการค้นหาข้อมูล การประมวลผลข้อมูลขนาดใหญ่ การสร้างข้อเสนอแนะเชิงลึกจากรูปแบบข้อมูลที่ซับซ้อน และการลด
ระยะเวลาในการดำเนินงานวิจัย ส่งผลให้สถาบันการศึกษาและนักวิจัยที่นำปัญญาประดิษฐ์มาใช้มีความได้เปรียบในการผลิตผลงานวิจัย
ที่มีคุณภาพ (Davenport, & Ronanki, 2018) อย่างไรก็ตาม การพึ่งพาเทคโนโลยีเหล่านี้อย่างไม่มีขอบเขตได้นำมาซึ่งความท้าทายด้าน
จริยธรรมที่ซับซ้อนและหลากหลายมิติ 
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อย่างไรก็ตาม การประยุกต์ใช้ปัญญาประดิษฐ์ในการวิจัยก่อให้เกิดความท้าทายด้านจริยธรรมที่สำคัญหลายประการ ประการ
แรก คือ ประเด็นความโปร่งใสของข้อมูล เนื่องจากปัญญาประดิษฐ์ สามารถสังเคราะห์ข้อมูลจากแหล่งต่างๆ และสร้างเนื้อหาใหม่ได้
อย่างรวดเร็ว การระบุแหล่งที่มาดั้งเดิมของแนวคิดและข้อมูลเพื่ออ้างอิงแหล่งที่มาจึงกลายเป็นเรื่องที่ท้าทายอย่างยิ่ง นำไปสู่ความเสี่ยง
ของการละเมิดลิขสิทธิ์และการคัดลอกผลงานโดยไม่ตั้งใจ (plagiarism) (Sargiotis, 2024) รวมถึงกระบวนการจัดการข้อมูลที่ซับซ้อน
และยากต่อการอธิบายการตัดสินใจที่เรียกว่า ปัญญากล่องดำ (Black-box problem) ของปัญญาประดิษฐ์ (Li, 2024; Rai, 2020) 
ประเด็นที่สองคือความลำเอียง (bias) ที่แฝงอยู่ในระบบปัญญาประดิษฐ์ ซึ่งเกิดจากข้อมูลที่ใช้ในการฝึกสอนระบบ อาจส่งผลต่อความ
เที่ยงตรงและความน่าเชื่อถือของผลการวิจัย โดยเฉพาะในการวิจัยทางสังคมศาสตร์และมนุษยศาสตร์ที่ต้องคำนึงถึงความหลากหลาย
ทางวัฒนธรรมและบริบททางสังคม (Vlaeminck, 2023) นอกจากนี้ ประเด็นที่สาม คือ การใช้ปัญญาประดิษฐ์มากจนเกินไปอาจส่งผล
ต่อการลดทอนความรับผิดชอบของนักวิจัย อันเกิดจากความเสี่ยงจากการพึ่งพาเครื่องมืออัตโนมัติมากเกินไปอาจนำไปสู่การลดทอน
ทักษะการคิดวิเคราะห์เชิงวิพากษ์และความคิดสร้างสรรค์ของนักวิจัย โดยเฉพาะนักศึกษาระดับบัณฑิตศึกษาที่อยู่ในช่วงพัฒนาทักษะ
การวิจัย การใช้ AI อย่างไม่เหมาะสมอาจทำให้ขาดการฝึกฝนกระบวนการคิดเชิงลึกและการสร้างองค์ความรู้ด้วยตนเอง (Bouhouita-
Guermech, Gogognon, & Bélisle-Pipon, 2023) 

ปัญหาเหล่านี้ส่งผลกระทบโดยตรงต่อความน่าเชื่อถือของงานวิจัย ช่ือเสียงของสถาบันการศึกษาและบุคลากร และผลกระทบ
ต่อสังคมที่ต้องนำผลการวิจัยไปใช้ในวงกว้าง (Vlaeminck, 2023) ปัจจุบัน งานวิจัยเกี่ยวกับจริยธรรมการใช้ปัญญาประดิษฐ์เพิ่มขึ้นอย่าง
ต่อเนื่อง แต่ส่วนใหญ่ยังคงเป็นการอภิปรายในเชิงทฤษฎีหรือเทคนิคการทำงานของปัญญาประดิษฐ์ แม้ว่าหลายสถาบันอุดมศึกษาทั้งใน
ระดับนานาชาติและในประเทศไทยได้เริ่มตระหนักถึงความสำคัญของประเด็นนี้ แต่ยัง ขาดแนวทางปฏิบัติที ่เป็นรูปธรรมในการ
ประยุกต์ใช้ปัญญาประดิษฐ์ในการวิจัยในระดับอุดมศึกษาอย่างมีจริยธรรม (Bouhouita-Guermech, Gogognon, & Bélisle-Pipon, 
2023) การขาดแนวปฏิบัติที่เป็นมาตรฐานทำให้เกิดความไม่แน่นอนในหมู่นักวิจัย และอาจนำไปสู่การใช้เทคโนโลยีอย่างไม่เหมาะสมหรือ
ขัดต่อหลักจริยธรรมการวิจัย 

ด้วยเหตุนี้ การศึกษาครั้งนี้จึงมุ่งสำรวจและวิเคราะห์ประเด็นจริยธรรมที่เกี ่ยวข้องกับการใช้ปัญญาประดิษฐ์ในการวิจัย
ระดับอุดมศึกษา โดยใช้กรอบแนวคิดที่ครอบคลุมสามมิติหลัก ได้แก่ (1) ความท้าทายทางจริยธรรมในการใช้ปัญญาประดิษฐ์ในการวิจัย 
(2 กรอบจริยธรรมปัญญาประดิษฐ์และแนวทางปฏิบัติในการกำกับดูแลจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัย และ (3) การพัฒนา
นโยบายพัฒนานโยบายจริยธรรมปัญญาประดิษฐ์ในการวิจัยของสถาบันอุดมศึกษา ผลการศึกษานี้จะเป็นพื้นฐานสำคัญในการพัฒนา
แนวทางปฏิบัติที่เหมาะสมสำหรับบริบทของสถาบันอุดมศึกษาไทย เพื่อให้สามารถใช้ประโยชน์จากเทคโนโลยีปัญญาประดิษฐ์อย่างเต็ม
ศักยภาพ พร้อมทั้งรักษาไว้ซึ่งมาตรฐานทางจริยธรรมและความน่าเช่ือถือของงานวิจัยในระดับอุดมศึกษา 

 
วัตถุประสงค์   

1. เพื่อสังเคราะห์ประเด็นความท้าทายด้านจริยธรรมของปัญญาประดิษฐ์ในการวิจัยในสถาบันอุดมศึกษา 
2. เพื่อวิเคราะห์กรอบจริยธรรมปัญญาประดิษฐ์และแนวทางการกำกับดูแลจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัยของ

สถาบันอุดมศึกษา 
3. เพื่อเสนอแนะแนวทางการพัฒนานโยบายจริยธรรมปัญญาประดิษฐ์ในการวิจัยของสถาบันอุดมศึกษา 

 
ขอบเขตการวิจัย 

การวิจัยเร่ือง “จริยธรรมปัญญาประดิษฐ์ในการวิจัยธุรกิจของสถาบันอุดมศึกษา” กำหนดขอบเขตของการศึกษาไว้ใน 4 ด้าน 
ดังนี ้
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1. ขอบเขตด้านเนื้อหา (Content Scope) 
การวิจัยนี้มุ่งศึกษาประเด็นจริยธรรมที่เกี่ยวข้องกับการใช้ปัญญาประดิษฐ์ ( AI) ในการวิจัยธุรกิจในระดับอุดมศึกษา โดย

ครอบคลุม 3 ประเด็นหลัก ได้แก่ (1) ความท้าทายทางจริยธรรมในการใช้ AI ในการวิจัย (2) กรอบจริยธรรมและแนวทางการกำกับดูแล
การใช้ AI และ (3) แนวทางการพัฒนานโยบายจริยธรรม AI ที ่เหมาะสมสำหรับสถาบันอุดมศึกษา โดยนิยามคำว่า “การวิจัย 
(Research)” ในที่น้ี หมายถึง กระบวนการเก็บรวบรวม วิเคราะห์ และแปลผลข้อมูลเพื่อช่วยในการตัดสินใจ ซึ่งครอบคลุมถึงการค้นคว้า
อิสระ วิทยานิพนธ์ ดุษฎีนิพนธ์ของนักศึกษาระดับปริญญาตรีและบัณฑิตศึกษา การวิจัยของอาจารย์ทั้งในเชิงวิชาการและเชิงประยุกต์ 
ตลอดจนการวิจัยของบุคลากรภายในมหาวิทยาลัย 

2. ขอบเขตด้านกลุ่มตัวอย่าง (Population/Respondents Scope) 
การศึกษานี้ใช้การทบทวนวรรณกรรมเชิงระบบ (Systematic Literature Review) เป็นวิธีการหลัก โดยไม่ใช้กลุ่มตัวอย่างใน

เชิงภาคสนาม แต่เน้นการวิเคราะห์ข้อมูลจากบทความวิชาการที่ได้รับการตีพิมพ์ในวารสารระดับนานาชาติที่ผ่านการพิจารณาโดย
ผู้ทรงคุณวุฒิ (peer-reviewed) รวมจำนวน 22 บทความ 

3. ขอบเขตด้านพ้ืนที่ (Geographical Scope) 
แม้บทความที่นำมาศึกษาจะมีที่มาหลากหลายประเทศ แต่การวิจัยนี้มุ่งสังเคราะห์องค์ความรู้เพื่อการประยุกต์ใช้ในบริบทของ

สถาบันอุดมศึกษาในประเทศไทย โดยเฉพาะสถาบันที่มีการเรียนการสอนและดำเนินงานวิจัยด้านบริหารธุรกิจ ทั้งในมหาวิทยาลัยของรัฐ 
มหาวิทยาลัยเอกชน มหาวิทยาลัยราชภัฏ และมหาวิทยาลัยเทคโนโลยีราชมงคล โดยคำว่า “อุดมศึกษา (Higher Education)” ในที่นี้ 
หมายถึง การศึกษาหลังระดับมัธยมศึกษาที่มุ่งเน้นการพัฒนาความรู้ ทักษะ และความเชี่ยวชาญในสาขาวิชาต่างๆ ซึ่งรวมถึงการศึกษา
ระดับปริญญาตรี โท และเอก ที่จัดโดยมหาวิทยาลัย วิทยาลัย หรือสถาบันท่ีได้รับอนุญาตให้มอบวุฒิการศึกษาดังกล่าว 

4. ขอบเขตด้านระยะเวลา (Time Scope) 
บทความที่นำมาวิเคราะห์ในการศึกษาน้ีครอบคลุมช่วงเวลาการตีพิมพ์ระหว่างปี ค.ศ. 2015 ถึง ค.ศ. 2024 และการดำเนินงาน

วิจัยใช้ระยะเวลา 12 เดือน ภายในปีงบประมาณ พ.ศ. 2567 
 

วิธีการวิจัย   
การวิจัยนี้ใช้วิธีการทบทวนวรรณกรรมอย่างเป็นระบบ (Systematic Review) และนำมาสังเคราะห์วรรณกรรมแบบพรรณนา 

(Descriptive Literature Analysis) เพื่อการประยุกต์ใช้จริยธรรมปัญญาประดิษฐ์ในการวิจัยธุรกิจระดับอุดมศึกษาอย่างครอบคลุม 
วิธีการนี้ช่วยให้สามารถตรวจสอบองค์ความรู้ที่มีอยู่และระบุประเด็นสำคัญรวมถึงช่องว่างในวรรณกรรมปัจจุบันได้อย่างละเอียดโดยมี
ขั้นตอนการดำเนินการดังนี้     

1. ก าหนดค าส าคัญในการสืบค้น นักวิจัยกำหนดคำสำคัญที่เกี่ยวข้อง ได้แก่ 
- "AI ethics" หรือ "artificial intelligence ethics" 
- "research”  
- "higher education" หรือ "university" 
- "research ethics" 
- "ethical guidelines" 
2. สืบค้นบทความวิจัยและวิชาการจากฐานข้อมูล การสืบค้นใช้คำสำคัญในข้อ 1 ร่วมกับตัวดำเนินการ Boolean (AND, 

OR) เพื่อให้ได้ผลลัพธ์ที่ตรงประเด็น โดยใช้การสืบค้นใน Google Scholar เนื่องจากเป็นฐานที่รวบรวมข้อมูลการวิจัยไว้มากที่สุด และ
ครอบคลุมฐานข้อมูลหลักฐานข้อมูลวิชาการชั้นนำ ได้แก่ Scopus Web of Science IEEE Xplore ACM Digital Library โดยมุ่งเน้น
การค้นหางานวิจัยที่ตีพิมพ์ในวารสารที่ผ่านการพิจารณาโดยผู้ทรงคุณวุฒิ (peer-reviewed) และผู้วิจัยมีการทบทวนวรรณกรรมซ้ำผ่าน 
SCISPACE AI เพื่อค้นคว้าเชิงลึกว่ายังมีวรรณกรรมเพิ่มเติมอีกหรือไม่ 
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 3. คัดเลือกบทความที่เกี่ยวข้องตามเกณฑ์ที่ก าหนด การคัดเลือกวรรณกรรมที่เกี่ยวข้องอาศัยเกณฑ์การคัดเข้าและคัดออก
ได้แก่ 
เกณฑ์การคัดเข้า (Inclusion Criteria) เกณฑ์การคัดออก (Exclusion Criteria) 
- บทความทบทวนวรรณกรรมหรือบทความวิจัยที่ตีพิมพ์ในช่วง

ปี ค.ศ. 2015-2024 
- บทความที่เขียนเป็นภาษาอังกฤษ 
 
- บทความทีม่ีเนื้อหาเก่ียวข้องกับจริยธรรมปัญญาประดิษฐ์ใน

บริบทของการวิจัยหรือการศึกษาระดับอุดมศึกษา 

- บทความที่ไม่เกี่ยวข้องกับการวิจัยธุรกิจหรือการศึกษา
ระดับอุดมศึกษา 
- บทความที่เน้นเฉพาะด้านเทคนิคของปัญญาประดิษฐ์โดยไม่
กล่าวถึงประเด็นจริยธรรม 
- บทความประเภทบทบรรณาธิการ จดหมายถึงบรรณาธิการ 
หรือบทวิจารณ์หนังสือ 

กระบวนการคัดเลือกบทความได้บทความที่เกี่ยวข้องจำนวน 99 บทความดังแสดงในภาพที่ 1 จากการสืบค้นในฐานข้อมูล ซึ่ง
คัดกรองบทความที่ซ้ำซ้อนและไม่เป็นไปตามเกณฑ์การคัดเข้าออก เหลือบทความที่ไม่ซ้ำกันจำนวน 97 บทความ จากนั้น ผู้วิจัยและ
ผู้วิจัยร่วมได้ดำเนินการคัดกรองชื่อเรื่องและบทคัดย่อแบบอิสระต่อกัน ส่งผลให้ได้บทความจำนวน 27 บทความสำหรับการทบทวน
เนื้อหาฉบับเต็ม ภายหลังการประเมินเนื้อหาฉบับเต็ม พบว่ามีบทความที่เป็นไปตามเกณฑ์การคัดเข้าทั้งหมดจำนวน 22 บทความ ซึ่ง
ได้รับการคัดเลือกเพื่อการวิเคราะห์ขั้นสุดท้าย โดยบทความทั้งหมดครอบคลุมช่วงเวลาที่หลากหลาย และพบว่ามีจำนวนการตีพิมพ์
เพิ่มขึ้นอย่างเห็นได้ชัดในช่วงปี พ.ศ. 2564-2567 

 

 

ภาพที่ 1 จำนวนการกระจายตัวของบทความวิจัยจากปี พ.ศ. 2564-2567 

การกระจายตัวของบทความดังกล่าวสะท้อนให้เห็นถึงความสนใจทางวิชาการที ่เพิ ่มขึ ้นในประเด็นจริยธรรมของ
ปัญญาประดิษฐ์ในบริบทของการอุดมศึกษาและการวิจัยทางธุรกิจ โดยเฉพาะอย่างยิ่งในช่วงไม่กี่ปีที่ผ่านมา แนวโน้มนี้แสดงให้เห็นถึง
ความสำคัญที่เพิ่มขึ้นของปัญญาประดิษฐ์ในการกำหนดแนวปฏิบัติการวิจัย รวมถึงข้อกังวลด้านจริยธรรมที่เกี่ยวข้อง 

4. วิเคราะห์และสังเคราะห์เนื้อหาจากบทความที่คัดเลือก 

ใช้วิธีการวิเคราะห์เนื้อหาเชิงคุณภาพ (Qualitative Content Analysis) ตามขั้นตอนต่อไปนี้ ผู้วิจัยอ่านบทความทั้งหมดอย่าง
ละเอียดเพื่อทำความเข้าใจภาพรวม กำหนดหน่วยการวิเคราะห์ (Unit of Analysis) ในบทความ เช่น ประโยค ย่อหน้า หรือแนวคิดที่
เกี่ยวข้อง สร้างระบบการให้รหัส (Coding Scheme) โดยกำหนดรหัสที่สอดคล้องกับวัตถุประสงค์การวิจัย เช่น หลักจริยธรรมพื้นฐาน

จ ำนวนบทควำม 
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ของปัญญาประดิษฐ์ และใส่รหัสกับข้อมูลในบทความ และนำข้อมูลมาจัดเป็นกลุ่ม และนำเสนอประเด็นหลัก ตามระบบที่กำหนด ดัง
แสดงในตาราง 

การวิจัยนี้ใช้ การวิเคราะห์เนื้อหาเชิงคุณภาพ (Qualitative Content Analysis) โดยประยุกต์ใช้แนวทางของ การ
วิเคราะห์เนื้อหาแบบชี้น า (Directed Content Analysis) เพื่อสังเคราะห์ข้อมูลจากบทความที่ผ่านการคัดเลือกจำนวน 22 ฉบับ โดย
มีกระบวนการดังนี้ 

4.1 การพัฒนาสมุดรหัส (Codebook Development) ผ ู ้ว ิจ ัยได้พัฒนาระบบการให้รหัส (Coding Scheme) แบบ
ผสมผสาน (Hybrid Approach) ในขั้นแรก ได้กำหนดรหัสเบื้องต้น โดยอ้างอิงจากวัตถุประสงค์การวิจัยและกรอบแนวคิดที่เกี่ยวข้อง ดัง
แสดงในตารางที่ 2 จากนั้น ในระหว่างกระบวนการวิเคราะห์ข้อมูล ผู้วิจัยได้เปิดรับการเกิดรหัสใหม่ สำหรับประเด็นสำคัญที่ปรากฏขึ้น
จากข้อมูลแต่ยังไม่ครอบคลุมในสมุดรหัสเบื้องต้น 

4.2 กระบวนการเข้ารหัส (Coding Process) ผู้วิจัยได้ทำการเข้ารหัสบทความ โดยเริ่มต้นจากการทดลองเข้ารหัสบทความ
จำนวน 5 ฉบับ (ประมาณ 23% ของบทความทั้งหมด) เพื่อทดสอบความชัดเจนของสมุดรหัสและสร้างความเข้าใจที่ตรงกัน จากนั้นจึง
ดำเนินการปรับแก้สมุดรหัสให้มีความสมบูรณ์ โดยหน่วยการวิเคราะห์ (Unit of Analysis) คือ ข้อความหรือย่อหน้าที่กล่าวถึงประเด็น
ด้านจริยธรรม แนวปฏิบัติ หรือนโยบายที่เกี่ยวข้องกับการใช้ AI ในการวิจัยระดับอุดมศึกษา 

4.3 การสังเคราะห์เชิงประเด็น (Thematic Synthesis) ภายหลังการเข้ารหัสข้อมูลเสร็จสิ้น ผู้วิจัยได้นำรหัสทั้งหมดมาจัด
กลุ่มเป็นหมวดหมู่ (Categories) ที่มีความหมายใกล้เคียงกัน เพื่อสังเคราะห์และสร้างเป็นประเด็นหลัก (Themes) จำนวน 3 ประเด็น 
ซึ่งสามารถตอบวัตถุประสงค์การวิจัยได้อย่างครอบคลุม ได้แก่ 1) ความท้าทายทางจริยธรรมในการใช้ปัญญาประดิษฐ์ในการวิจัย 2) การ
ขาดกรอบจริยธรรมและแนวทางปฏิบัติในการกำกับดูแล และ 3) การพัฒนานโยบายเชิงรุกของสถาบันอุดมศึกษา 
 
ตารางท่ี 1 การเช่ือมโยงระหว่างวัตถุประสงค์การวิจัย รหัสข้อมูล การจัดกลุ่ม และประเด็นหลัก 

วัตถุประสงค ์ รหัสข้อมูล (Coding) กลุ่ม (Categories) ประเด็นหลัก (Themes) 
1. เพื่อสังเคราะห์วรรณกรรม
และสร้างองค์ความรู้เก่ียวกับ
จริยธรรมปัญญาประดิษฐ์ใน
การวิจัยในสถาบันอุดมศึกษา 

- หลักจริยธรรมพ้ืนฐานของ
ปัญญาประดิษฐ์ 
-อคติและความไม่เป็นธรรม 
- การคุ้มครองข้อมูลส่วนบุคคล 
- ความสามารถในการอธิบาย
ผลลัพธ์ 
- การวิจัยอย่างมีความรับผิดชอบ 
- ความซื่อสัตย์ทางวิชาการ 

- แนวคิดพื้นฐานด้านจริยธรรม
ของปัญญาประดิษฐ์ 
- จริยธรรมในการใช้
ปัญญาประดิษฐ์ในงานวิจัยทาง
วิชาการ 
- ประเด็นสำคัญที่เก่ียวข้องกับ
จริยธรรมปัญญาประดิษฐ์ 

 

ความท้าทายทางจริยธรรม
ในการใช้ปัญญาประดิษฐ์ใน
การวิจัย 

2.เพื่อวิเคราะห์แนวทางการ
กำกับดูแลจริยธรรมการใช้
ปัญญาประดิษฐ์ในการวิจัย
ของสถาบันอุดมศึกษา 

- นโยบายการใช้ปัญญาประดิษฐ์
ของมหาวิทยาลัย 
- มาตรฐานของคณะกรรมการ
จริยธรรมการวิจัย 
- กระบวนการตรวจสอบจริยธรรม
ในงานวิจัยท่ีใช้ปัญญาประดิษฐ์ 
- การกำกับดูแลและการบังคับใช้ 

- นโยบายและแนวปฏิบัติของ
สถาบันอุดมศึกษา 
- บทบาทของคณะกรรมการ
จริยธรรมการวิจัย   
- มาตรฐานสากลและกรอบ
การกำกับดูแล   

การขาดกรอบจริยธรรม
ปัญญาประดิษฐ์และ
แนวทางปฏิบัติในการกำกับ
ดูแล 
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วัตถุประสงค ์ รหัสข้อมูล (Coding) กลุ่ม (Categories) ประเด็นหลัก (Themes) 
- กลไกการลดความเส่ียงทาง
จริยธรรม 
- การมีส่วนร่วมของผู้มีส่วนได้ส่วน
เสียในการกำหนดแนวทาง 

3.เพื่อเสนอแนะแนวทางการ
พัฒนาจริยธรรม
ปัญญาประดิษฐ์ในการวิจัย
ของสถาบันอุดมศึกษา 

- การฝึกอบรมและการให้ความรู้
เร่ืองจริยธรรมปัญญาประดิษฐ์ 
- การจัดทำแนวทางจริยธรรม
ปัญญาประดิษฐ์ 
- ความร่วมมือระหว่างศาสตร์เพื่อ
พัฒนานโยบายจริยธรรม 
- การบูรณาการเน้ือหาจริยธรรม
ปัญญาประดิษฐ์ในหลักสูตร 
- แนวปฏิบัติที่ดีและกรณีศึกษาที่
ประสบความสำเร็จ 

- แนวทางการเสริมสร้าง
จริยธรรมปัญญาประดิษฐ์
สำหรับนักวิจัย 
- การบูรณาการจริยธรรม
ปัญญาประดิษฐ์ในหลักสูตร
การศึกษา 
- ข้อเสนอเชิงนโยบายและการ
ดำเนินการเชิงรุกของสถาบัน 

การพัฒนานโยบายของ
สถาบันเชิงรุกและ
คณะกรรมการจริยธรรมการ
วิจัย 

 
5. สรุปและน าเสนอผลการสังเคราะห์วรรณกรรมตามวัตถุประสงค์การวิจัย 
สรุปผลการสังเคราะห์วรรณกรรมโดยเชื่อมโยงกับวัตถุประสงค์การวิจัย อภิปรายผลโดยเปรียบเทียบกับแนวคิดทฤษฎีที ่

เกี่ยวข้อง และนำเสนอข้อเสนอแนะสำหรับการวิจัยในอนาคตและการประยุกต์ใช้ในทางปฏิบัติ  
 

ผลการวิจัย   
จากการวิเคราะห์วรรณกรรมที่เกี่ยวข้องกับจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัยระดับอุดมศึกษา จำนวน 22 ฉบับ 

พบว่ามีประเด็นองค์ความรู้ที่สำคัญเกี่ยวกับจริยธรรมในการใช้ปัญญาประดิษฐ์โดยแบ่งออกเป็น 3 ประเด็นหลัก ได้แก่ ความท้าทายทาง
จริยธรรมในการใช้ปัญญาประดิษฐ์ในการวิจัย กรอบจริยธรรมปัญญาประดิษฐ์และแนวทางปฏิบัติในการกำกับดูแล และการพัฒนา
นโยบายของสถาบันอุดมศึกษาเชิงรุกและคณะกรรมการจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัย  

 

 
 
 
 
 
 
 
 
 
 

ภาพที่ 2 ประเด็นหลักจากการทบทวนวรรณกรรมจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัยระดับอุดมศึกษา 

1. ความท้าทายทางจริยธรรมในการใช้
ปัญญาประดิษฐ์ในการวิจัย 

2. กรอบจริยธรรมปัญญาประดิษฐ์
และแนวทางปฏิบัติในการกำกับดูแล 

3. การพัฒนานโยบายของ
สถาบันอุดมศึกษาเชิงรุกและคณะกรรมการ
จริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัย 

จริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัย
ระดับอุดมศึกษา      
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ประเด็นที่ 1 ความท้าทายทางจริยธรรมในการใช้ปัญญาประดิษฐ์ในการวิจัย 
บทความวิชาการของ Butson and Spronken-Smith (2024) ระบุถึงคุณประโยชน์ของการใช้ปัญญาประดิษฐ์ในการวิจัย ที่

ช่วยเป็น “พันธมิตรเชิงปัญญา” ในกระบวนการวิจัย โดยเพิ่มความรวดเร็ว ความถูกต้อง และเปิดโอกาสให้เกิดการวิเคราะห์ข้อมูลข้าม
ศาสตร์ในการวิจัย ท่ามกลางความท้าทายทางจริยธรรมที่เกิดขึ้น อันได้แก่ 

1.1 ความท้าทายที่เกี่ยวข้องกับความโปร่งใส (Transparency) ในการใช้ปัญญาประดิษฐ์ในการวิจัย ปัญญาประดิษฐ์จะ
สามารถประมวลผลข้อมูลจำนวนมากได้อย่างรวดเร็วและมีประสิทธิภาพ แต่กระบวนการในการตัดสินใจไม่สามารถอธิบายได้ชัดเจน 
และมีความแปรปรวนทำให้ไม่อาจทำซ้ำได้เช่นเดิม (Ivanov, 2023) 

1.2 ความท้าทายท่ีเกี่ยวข้องกับความล าเอียง (Bias) ในการใช้ปัญญาประดิษฐ์ในการวิจัย มีความกังวลเกี่ยวกับอัลกอริทึม
ที่อาจมีความลำเอียงจากข้อมูลที่ไม่สมดุลหรือมีอคติ ซึ่งอาจส่งผลกระทบต่อความถูกต้องและความยุติธรรมของผลการวิจัย หรือ การนำ
ปัญญาประดิษฐ์ไปใช้ในการคัดเลือกตัวอย่างเข้าการวิจัย ซึ่งอาจส่งผลต่ออคติในการวิจัย  

1.3 ความท้าทายท่ีเกี่ยวข้องกับความรับผิดชอบ (Integrity) ในการใช้ปัญญาประดิษฐ์ในการวิจัย Nam and Bai (2023) 
สังเคราะห์วรรณกรรมและระบุความเสี่ยงในการพึ่งพาปัญญาประดิษฐ์ในการวิจัยมากจนเกินไปส่งผลนำไปสู่การละทิ้งบทบาทนักวิจัยใน
กระบวนการวิจัย โดยเฉพาะอย่างยิ่งในกิจกรรมที่สะท้อนความสามารถทางวิชาการ เช่น การเขียนบทความ การตีความข้อมูล หรือการ
ทบทวนวรรณกรรม ปัญญาประดิษฐ์สามารถช่วยจัดระเบียบความคิดและให้ข้อเสนอแนะที ่เป็นประโยชน์ แต่หากปล่อยให้
ปัญญาประดิษฐ์เป็นผู้“สร้าง” เนื้อหาทางวิชาการเป็นส่วนใหญ่อาจนำไปสู่การบั่นทอนจิตสำนึกในความรับผิดชอบของนักวิจัย และส่งผล
กระทบต่อความน่าเชื่อถือของงานวิจัย ดังนั้น การนำปัญญาประดิษฐ์ไปใช้อาจก่อให้เกิดปัญหาการคัดลอกงาน การปลอมแปลงผลงาน 
ความเป็นเจ้าของในผลงานวิจัย และการโกง รวมถึงกรณีที่ปัญญาประดิษฐ์ก่อให้เกิดความผิดพลาด การรับผิดชอบต่อความผิดพลาดเป็น
ภาระของผู้วิจัยอย่างหลีกเลี่ยงไม่ได้  

ดังนั้น การใช้ปัญญาประดิษฐ์ในการวิจัยควรมีการกำหนดแนวทางที่ชัดเจนและมีมาตรฐานที่สามารถตรวจสอบได้ (Acosta 
Enriquez et al, 2024; Espinoza Vidaurre, Velásquez Rodríguez, Gambetta Quelopana, Martinez Valdivia, Leo Rossi, & 
Nolasco-Mamani, 2024) เพื่อสร้างความโปร่งใส ลดความลำเอียงและเพิ่มความน่าเชื่อถือและรับผิดชอบในการวิจัยทางธุรกิจ เช่น 
การอ้างอิงผลงานที่ปัญญาประดิษฐ์ร่วมสร้างอย่างเปิดเผย การกำหนดให้มีการตรวจสอบอัลกอริทึมอย่างสม่ำเสมอ หรือการให้
ความสำคัญกับการเก็บรวบรวมข้อมูลที่หลากหลายและครอบคลุมทุกกลุ่มเป้าหมาย 
ประเด็นที่ 2  กรอบจริยธรรมปัญญาประดิษฐ์และแนวทางปฏิบัติในการก ากับดูแลการวิจัย  

การประยุกต์ใช้ปัญญาประดิษฐ์จะเติบโตขึ ้นอย่างรวดเร็ว จำเป็นต้องมีการให้แนวทางและกรอบจริยธรรมการใช้
ปัญญาประดิษฐ์ไปควบคู่กับความรู้ในการประยุกต์ใช้ การศึกษาของ Acosta-Enriquez et al. (2024) ที่สำรวจความรู้ ทัศนคติ และ
แนวปฏิบัติเกี่ยวกับจริยธรรมของการใช้ ChatGPT ในกลุ่มนักศึกษามหาวิทยาลัยรุ่น Gen Z พบว่าแม้นักศึกษาจะมีทัศนคติเชิงบวกต่อ
การใช้ปัญญาประดิษฐ์ แต่ยังขาดความเข้าใจอย่างชัดเจนเกี่ยวกับกรอบจริยธรรมที่เกี่ยวข้อง โดยเฉพาะในประเด็นความโปร่งใส ความ
ถูกต้องของข้อมูล และการอ้างอิงแหล่งที่มาอย่างเหมาะสม (Acosta Enriquez et al, 2024; Vetter, Lucia, Jiang, & Othman, 2024) 
เช่นเดียวกับผลที่ได้จากการทบทวนวรรณกรรมของ Nikolic et al. (2024) ที่พบว่าคณาจารย์ส่วนใหญ่จะมีทัศนคติในเชิงบวกต่อการใช้
ปัญญาประดิษฐ์ แต่กังวลต่อการผิดพลาดด้านจริยธรรมและการใช้ข้อมูล  

หลายองค์กรระดับนานาชาติมีการกำหนดกรอบจริยธรรมสำหรับการใช้ปัญญาประดิษฐ์ในด้านการศึกษา เช่น UNESCO 
Ethics AI (Ad Hoc Expert Group [AHEG], 2020), UNESCO Education & AI (Miao, Holmes, Huang, & Zhang, 2021), Beijing 
Consensus (UNESCO, 2019), Ethics Guidelines for Trustworthy AI โดย European Commission (European Commission, 
2019) ซึ่งผลการศึกษาของ Nguyen, Ngo, Hong, Dang, and Nguyen (2023) ได้ทำการวิเคราะห์เชิงเนื้อหาจากเอกสารนโยบายด้าน
จริยธรรมปัญญาประดิษฐ์จากองค์กรระหว่างประเทศที่กำหนดขึ้น โดยมีวัตถุประสงค์เพื่อสังเคราะห์ชุดกรอบจริยธรรมสำหรับการ
ประยุกต์ใช้ปัญญาประดิษฐ์ในบริบทของการศึกษา การศึกษานี้ได้สรุปกรอบจริยธรรมปัญญาประดิษฐ์ที่สำคัญจำนวน 7 ประการ ดังนี้  
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1. หลักธรรมาภิบาลและการกำกับดูแล (Governance and Stewardship) สถาบันอุดมศึกษาควรกำหนดนโยบายและ
โครงสร้างการกำกับดูแลที่ชัดเจนต่อการใช้ปัญญาประดิษฐ์ในการวิจัย โดยคำนึงถึงความเป็นธรรม ความปลอดภัย สิทธิมนุษยชน และ
การมีส่วนร่วมของผู้มีส่วนได้ส่วนเสียทุกฝ่าย 

2. หลักความโปร่งใสและความรับผิดชอบ (Transparency and Accountability) การใช้ปัญญาประดิษฐ์ในการวิจัยควร
เปิดเผยกระบวนการวิเคราะห์ข้อมูล การอธิบายผลลัพธ์ของอัลกอริธึม และการแบ่งบทบาทความรับผิดชอบของนักวิจัยกับระบบ
ปัญญาประดิษฐ์อย่างชัดเจน เพื่อลดความเสี่ยงจากการใช้ปัญญาประดิษฐ์เป็น “ผู้ช่วยวิจัย” โดยไม่ตรวจสอบข้อผิดพลาด 

3. หลักความยั่งยืนและความเหมาะสม (Sustainability and Proportionality) การออกแบบและพัฒนาปัญญาประดิษฐ์ควร
คำนึงถึงผลกระทบต่อสิ่งแวดล้อมและสังคม เช่น การลดภาระการใช้พลังงานของระบบปัญญาประดิษฐ์และการไม่สร้างความเหลื่อมล้ำ
ทางการศึกษา 

4. หลักการคุ้มครองข้อมูลส่วนบุคคล (Privacy) ข้อมูลของผู้เข้าร่วมวิจัยควรได้รับการคุ้มครองตามหลักการสากล มีการขอ
ความยินยอม (informed consent) และจำกัดการเข้าถึงเฉพาะบุคคลที่เกี่ยวข้อง เพื่อหลีกเลี่ยงการละเมิดสิทธิในข้อมูล 

5. หลักความปลอดภัยและความมั่นคง (Security and Safety) สถาบันควรประเมินความเสี่ยงของระบบปัญญาประดิษฐ์และ
มีมาตรการป้องกันข้อมูลรั่วไหล ความผิดพลาดของอัลกอริธึม รวมถึงผลกระทบที่อาจเกิดขึ้นจากการวิเคราะห์ข้อมูลที่ไม่ถูกต้อง 

6. หลักความทั่วถึงและเท่าเทียม (Inclusiveness) การใช้ปัญญาประดิษฐ์ในงานวิจัยควรคำนึงถึงการไม่เลือกปฏิบัติและ
ส่งเสริมความเท่าเทียมของกลุ่มเปราะบาง ไม่ว่าจะเป็นเช้ือชาติ เพศ สถานะทางเศรษฐกิจ หรือความสามารถในการเข้าถึงเทคโนโลยี 

7. หลักการยึดมนุษย์เป็นศูนย์กลาง (Human-Centered AIED) ปัญญาประดิษฐ์ควรมีบทบาทสนับสนุนมนุษย์ในการตัดสินใจ 
ไม่ใช่ทดแทนมนุษย์ และควรส่งเสริมศักยภาพของนักวิจัยให้สามารถควบคุม ตรวจสอบ และสะท้อนจริยธรรมของตนในกระบวนการใช้ 
ปัญญาประดิษฐ์  

กรอบจริยธรรมที่สังเคราะห์ขึ้นใช้หลักการมุ่งเน้นไปยังบริบทการเรียนการสอน การบริหารจัดการระบบการศึกษา หรือการ
พัฒนาเทคโนโลยีเพื่อผู้เรียนเป็นหลักจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัยโดยเฉพาะในบริบทของการวิจัยในระดับอุดมศึกษามี
ลักษณะเฉพาะที่ต้องอาศัยกระบวนการทางวิทยาศาสตร์ที่เข้มงวดและอาศัยหลักจริยธรรมในการดำเนินงานวิจัยอย่างเคร่งครัด เช่น การ
ออกแบบการวิจัย การเก็บรวบรวมข้อมูลจากมนุษย์ การวิเคราะห์และเผยแพร่ข้อมูล ซึ่งแต่ละขั้นตอนล้วนมีความเสี่ยงที่จะละเมิดสิทธิ
ส่วนบุคคลและบิดเบือนความถูกต้องขององค์ความรู้ หากขาดจริยธรรมและแนวทางกำกับดูแลอย่างเหมาะสม ด้วยเหตุนี้ การใช้
ปัญญาประดิษฐ์ในงานวิจัยจึงควรได้รับการพัฒนาจริยธรรมการใช้ปัญญาประดิษฐ์และแนวทางปฏิบัติที่ชัดเจนในการวิจัย ไม่ว่าจะเป็น
แนวทางการใช้ปัญญาประดิษฐ์ในการวิเคราะห์ข้อมูล การอ้างอิงแหล่งที่มาของเนื้อหาที่สร้างจากปัญญาประดิษฐ์ ไปจนถึงการกำหนด
ความรับผิดชอบในกรณีที่ผลของปัญญาประดิษฐ์ส่งผลต่อการตีความ ผลลัพธ์ หรือการตัดสินใจเชิงวิจัยที่คลาดเคลื่อนไปได ้ นอกจากนี้ 
การพัฒนากรอบจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัยต้องดำเนินการอย่างต่อเนื ่องตามการพัฒนาของปัญญาประดิษฐ์ที ่
เปลี่ยนแปลงอย่างรวดเร็ว มหาวิทยาลัยชั้นนำอย่างสถาบันเทคโนโลยีแมสซาชูเซตส์ (MIT) มหาวิทยาลัยสแตนฟอร์ด มหาวิทยาลัย
ออกซฟอร์ด (MIT Information System & Technology, 2025; StanfordReport, 2025; University of Oxford, 2024) ต่างพัฒนา
แนวปฎิบัติและกรอบการดำเนินการวิจัยโดยใช้ปัญญาประดิษฐ์อย่างมีจริยธรรมให้แก่บุคลากร นักวิจัยและนักศึกษาในสถาบันของตน  

  ข้อเสนอแนะที่สำคัญจากการทบทวนวรรณกรรมนี้ คือ การกำหนดแนวทางปฏิบัติในการใช้ปัญญาประดิษฐ์ในการวิจัย
ระดับอุดมศึกษาอย่างมีจริยธรรม เพื่อตอบสนองบริบทการวิจัยระดับอุดมศึกษาของมหาวิทยาลัยแต่ละที่ได้อย่างเหมาะสม อันได้แก่ 

- พัฒนากรอบจริยธรรมของสถาบันศึกษาแต่ละแห่งขึ ้นเอง (Local Ethical Framework) Vetter, Lucia, Jiang, and 
Othman (2024) ได้เสนอกรอบจริยธรรมการใช้ปํญญาดิษฐ์ในการวิจัยระดับอุดมศึกษาเฉพาะตามบริบทของแต่ละห้องเรียนหรือ
หลักสูตรหรือพื้นที่มากกว่าการใช้กรอบจริยธรรมแบบสากลที่ โดยพิจารณาจากปฏิสัมพันธ์ระหว่างผู้สอน-ผู้เรียน เพื่อสะท้อนคุณค่าทาง
จริยธรรมอย่างเหมาะสมกับบริบท เช่น การเจรจาว่าการใช้ปัญญาประดิษฐ์เพื่อวางโครงร่างถือว่าละเมิดจริยธรรมหรือไม่ 
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- การบรรจุหล ักส ูตรด้านจริยธรรมปัญญาประดิษฐ์ในหลักสูตร Acosta-Enriquez et al. (2024) เสนอให้การใช้
ปัญญาประดิษฐ์ควรบรรจุในหลักสูตรการสอนและการอบรมในระดับอุดมศึกษา เพื่อ ให้มั่นใจว่านักวิจัยและนักศึกษามีความเข้าใจ
เกี่ยวกับความเสี่ยง ผลกระทบที่อาจเกิดขึ้นจากการใช้ และลดการพึ่งพาปัญญาประดิษฐ์มากจนเกินไป   

- เปิดเผยและยอมรับบทบาทของปัญญาประดิษฐ์ในการเขียนงานวิจัย (Distributed Authorship) Vetter, Lucia, Jiang, 
and Othman (2024) ได้เสนอให้สร้างนโยบายเปิดกว้างยอมรับการใช้ปัญญาประดิษฐ์ในการร่วมเขียนงานวิจัย ส่งผลให้เกิดการร่วมมือ
แบบพันธมิตรในการเขียนงานวิจัย (Collaborative authorship) ซึ ่งสะท้อนการเปลี ่ยนแปลงที ่สำคัญในจริยธรรมการวิจัยยุค
ปัญญาประดิษฐ์ 
ประเด็นที่ 3 การพัฒนานโยบายของสถาบันอุดมศึกษาเชิงรุกและคณะกรรมการจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัย   

 ผลการทบทวนวรรณกรรมอย่างเป็นระบบของ Nikolic et al. (2024) ที่ศึกษาทัศนคติ ความตั้งใจ และพฤติกรรมของ
คณาจารย์ในการใช้ปัญญาประดิษฐ์ (AI) และปัญญาประดิษฐ์เชิงสร้างสรรค์ (GenAI) ในระดับอุดมศึกษา พบว่า แม้คณาจารย์ส่วนใหญ่
จะมีทัศนคติในเชิงบวกต่อปัญญาประดิษฐ์แต่การนำไปใช้ยังประสบอุปสรรคด้านนโยบายและการขาดการสนับสนุนจากสถาบันอย่างเป็น
ระบบ Kamali, Alpat, and Bozkurt (2024) สะท้อนให้เห็นอย่างชัดเจนว่า การจัดการจริยธรรมปัญญาประดิษฐ์ในระดับอุดมศึกษายัง
ขาดระบบที่ชัดเจนและครอบคลุม โดยเฉพาะการจัดทำแนวทางหรือข้อกำหนดที่สามารถกำกับการใช้งานปัญญาประดิษฐ์ในบริบทของ
การเรียนการสอนและการวิจัยอย่างเป็นรูปธรรม เช่นเดียวกับ Bond et al. (2024) ที่สังเคราะห์วรรณกรรมเชิงอภิมานและสะท้อน
ความเสี่ยงทางจริยธรรมจากการใช้ปัญญาประดิษฐ์ในการวิจัยระดับอุดมศึกษาที่จำเป็นต้องมีนโยบายจริยธรรมในการกำกับดูแล แม้จะมี
การตระหนักถึงความสำคัญของจริยธรรมการใช้ปัญญาประดิษฐ์ แต่ยังพบว่าบุคลากรมีมุมมองต่อการใช้ปัญญาประดิษฐ์ที่หลากหลาย 
ขาดความรู้ด้านการใช้ปัญญาประดิษฐ์อย่างเป็นระบบ และไม่สามารถเช่ือมโยงมาตรฐานจริยธรรมส่วนบุคคลเข้ากับแนวทางขององค์กร
ได้อย่างชัดเจน ผลการศึกษาของ Dabis and Csáki (2024) ชี ้ให้เห็นความท้าทายของปัญญาประดิษฐ์ที ่มีต่อระบบการศึกษาใน
ระดับอุดมศึกษาอันนำไปสู่ความจำเป็นที่ต้องมีนโยบายการใช้ปัญญาประดิษฐ์ของสถาบันอุดมศึกษามากกว่าการจำกัดการใช้
ปัญญาประดิษฐ์ การขาดกรอบการกำกับดูแลเหล่านี้ส่งผลให้ นักวิจัยและสถาบันอุดมศึกษาอาจเผชิญความเสี่ยงในหลายมิติ ได้แก่ 

 การละเมิดสิทธิของผู้เข้าร่วมวิจัย 

 ความไม่ชัดเจนในเร่ืองความรับผิดชอบของนักวิจัย 

 การใช้โมเดลปัญญาประดิษฐ์ที่อาจมีอคติและไม่มีความโปร่งใส 

 ความเสื่อมเสียต่อความน่าเช่ือถือของผลงานวิจัยและภาพลักษณ์ของสถาบัน 
Spivakovsky, Omelchuk, Kobets, Valko, and Malchykova (2023) เสนอแนวทางที ่ช ัดเจนว ่า ควรม ีการจ ัดต ั ้ ง 

"คณะกรรมการจริยธรรมเฉพาะด้านปัญญาประดิษฐ์" ภายในสถาบันอุดมศึกษา โดยคณะกรรมการนี้ควรประกอบด้วยผู้เชี่ยวชาญจาก
หลากหลายสาขา เช่น วิทยาการข้อมูล กฎหมาย และจริยธรรม เพื่อให้สามารถ: 

 ประเมินความเส่ียงของโครงการวิจัยที่ใช้ปัญญาประดิษฐ์ได้อย่างรอบด้าน 

 ให้คำปรึกษาเชิงจริยธรรมกับอาจารย์และนักศึกษา 

 พัฒนาเกณฑ์มาตรฐานจริยธรรมสำหรับงานวิจัยท่ีเกี่ยวข้องกับ AI 
ผลการศึกษานี้เน้นให้เห็นว่า หากไม่มีการกำกับดูแลอย่างเป็นระบบ การนำปัญญาประดิษฐ์มาใช้ในการวิจ ัยธุรกิจใน

ระดับอุดมศึกษาอาจนำไปสู่ผลกระทบทางลบทั้งในด้านคุณภาพงานวิจัยและความไว้วางใจของสาธารณะ ดังนั้น สถาบันควรเร่งจัดทำ
แนวทางจริยธรรมที่ “อัปเดต” และ “สอดคล้องกับบริบทปัจจุบันของเทคโนโลยี” เพื่อให้การใช้ปัญญาประดิษฐ์เป็นไปอย่างมีความ
รับผิดชอบ ปลอดภัย และส่งเสริมคุณภาพการวิจัยในระยะยาว 
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อภิปรายผล   

การศึกษานี้ได้สังเคราะห์องค์ความรู้จากวรรณกรรมจำนวน 22 ฉบับ เพื่อสำรวจประเด็นจริยธรรมที่เกี ่ยวข้องกับการใช้
ปัญญาประดิษฐ์ (AI) ในการวิจัยระดับอุดมศึกษา โดยเน้นเฉพาะในบริบทของการวิจัย  ผลการวิเคราะห์ชี้ให้เห็นถึงความท้าทายทาง
จริยธรรมหลัก 3 ประการ ได้แก่ ความโปร่งใส่ ความลำเอียง และความรับผิดชอบด้านการวิจัย สอดคล้องกับการสังเคราะห์วรรณกรรม
ของ Memarian and Doleck (2023) ที่ชี้ให้เห็นความท้าทายของปํญญาประดิษฐ์ที่มีต่อระบบการศึกษาในระดับอุดมศึกษา ถึงแม้การ
ใช้เทคโนโลยีปัญญาประดิษฐ์มาใช้ในการวิจัยธุรกิจมีศักยภาพในการเพิ่มประสิทธิภาพและความแม่นยำ แต่การใช้ปัญญาประดิษฐ์ยังคงมี
ความท้าทายและข้อกังวลทางจริยธรรมที่จำเป็นต้องได้รับการพิจารณาอย่างรอบคอบ 

ปัญหา "กล่องดำ" ของอัลกอริทึมซึ่งหมายถึงกระบวนการทำงานของปัญญาประดิษฐ์ที่ซับซ้อนและยากต่อการอธิบายหรือ
เข้าใจ ขาดความโปร่งใส และลดความสามารถในการทำซ้ำ (Reproducibility) และการตรวจสอบได้ (Verifiability อันส่งผลต่อความ
น่าเชื่อถือของงานวิชาการ สอดคล้องกับ Khosravi et al. (2022) ในขณะเดียวกัน ความลำเอียงของอัลกอริทึมก็สะท้อนถึงอคติในข้อมูล
และเพิ่มความไม่เท่าเทียม มเนื่องจาก AI เรียนรู้จากชุดข้อมูลขนาดใหญ่ ซึ่งมักเป็นข้อมูลในอดีตแฝงอคติทางสังคม วัฒนธรรม และ
ประวัติศาสตร์ ดังนั้นหากใช้ปัญญาประดิษฐ์ในการวิจัยมากจนเกินไปมีแนวโน้มที่จะสร้างผลการวิจัยที่อคติ และยังขัดแย้งกับหลัก
จริยธรรมที่เน้นความรับผิดชอบของมนุษย์ในการทำหน้าท่ีวิจัยเป็นสำคัญ ความท้าทายทั้งสามเรื่องจึงเป็นมิติที่สัมพันธ์กัน 

มหาวิทยาลัยจึงเผชิญกับช่องว่างเชิงนโยบายในการกำกับดูแลจริยธรรม จากความก้าวหน้าทางเทคโนโลยีเกิดขึ้นอย่างรวดเร็ว 
การประยุกต์ใช้ปัญญาประดิษฐ์ของบรรดาบุคลากรและนักศึกษาในการวิจัยเป็นไปอย่างรวดเร็ว แม้จะมีกรอบแนวทางจากองค์กร
ระหว่างประเทศ เช่น UNESCO (Miao, Holmes, Huang, & Zhang, 2021) ที่กำหนดหลักการทั่วไป อาทิ ความโปร่งใสและความ
ยุติธรรม แต่ก็การวิจัยของ Acosta-Enriquez et al., 2024 ระบุการขาดความยืดหยุ่นในการนำไปปรับใช้ในระดับปฏิบัติการ งานวิจัยนี้
เสนอว่า สถาบันอุดมศึกษาควรพัฒนานโยบายจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัยที่ปรับใช้ตามบริบทของศาสตร์สาขาวิชาและ
พื้นทีอ่ย่างเฉพาะเจาะจง และส่งเสริมการบูรณาการองค์ความรู้ด้านจริยธรรมเข้าสู่หลักสูตรการเรียนการสอนด้านการวิจัย 

ความรับผิดชอบในหน้าที่การวิจัยจึงเป็นแกนหลักสำคัญของจริยธรรมการวิจัย โดยการใช้ปัญญาประดิษฐ์เป็นเพียงเครื่องมือ
ช่วยการวิจัย มหาวิทยาลัยช้ันนำอย่าง สถาบันเทคโนโลยีแมสซาชูเซตส์ (MIT) มหาวิทยาลัยสแตนฟอร์ด มหาวิทยาลัยออกซฟอร์ด (MIT 
Information System & Technology, 2025; Adami, 2025; University of Oxford, 2024) เน้นย้ำให้นักวิจัยรับผิดชอบหน้าที่ และ
ผลลัพท์ ที่จำเป็นต้องตรวจสอบผลการใช้ปัญญาประดิษฐ์ในทุกขั้นตอน สอดคล้องกับกรณีศึกษาล่าสุดที่ MIT ถอนการเผยแพร่งานวิจัย
ด้านปัญญาประดิษฐ์ออกจากวารสารในเดือนพฤศจิกายน ค.ศ. 2024 เนื่องจากความกังวลเกี่ยวกับแหล่งที่มา ความน่าเชื่อถือ หรือความ
ถูกต้องของข้อมูล (Smart, 2025) นโยบายของมหาวิทยาลัยเคมบริดจ์ระบุ การแอบใช้ปัญญาประดิษฐ์ในการวิจัยโดยไม่เปิดเผย
กระบวนการใช้ ถือเป็นการประพฤติมิชอบทางวิชาการ โดยมอง ปัญญาประดิษฐ์เป็นเพียงเครื่องมือ ไม่ใช่ผู้ประพันธ์ (University of 
Cambridge, 2025) 

คณะกรรมการจรรยาบรรณการตีพิมพ์ (Committee on Publication Ethics, COPE) และสำนักพิมพ์วารสารช้ันนำเริ่มระบุ
นโยบายให้ปัญญาประดิษฐ์ไม่อาจมีชื่อในฐานะผู้ประพันธ์ได้ เนื่องจากขาดการรับผิดชอบต่อผลงาน แต่การเขียนผลงานวิจัยกำลัง
เปลี่ยนแปลงจากการเขียนด้วยมนุษย์ไปสู่การร่วมมือกันของการเขียนด้วยมนุษย์และปัญญาประดิษฐ์ (Cooperative Authorship) 
(Moffatt, & Hall, 2024) ดังนั้น ข้อกำหนดด้านความรับผิดชอบของมนุษย์ในปัจจุบันจึงกลายเป็นประเด็นท้าทายยังไม่ได้ข้อสรุป และ
เป็นหนึ่งในความท้าทายที่สำคัญที่สุดสำหรับผู้กำหนดนโยบายการใช้ปัญญาประดิษฐ์ในการวิจัยในสถาบันอุดมศึกษา หากอ้างอิงกรอบ
จริยธรรมจากประเด็นความโปร่งใส่ ความลำเอียง และความรับผิดชอบด้านการวิจัยจากผลการวิจัยนี้ ผู้วิจัยเห็นควรให้นักวิจัยควรแสดง
กระบวนการใช้ปัญญาประดิษฐ์ในการเขียนงานวิจัยอย่างโปร่งใส และรับผิดชอบต่อความถูกต้อง รวมถึงหลีกเลี่ยงอคติด้านข้อมูลโดย
ดำเนินการเก็บข้อมูลและวิเคราะห์ด้วยตนเอง และเขียนข้อสรุป เพียงใช้ปัญญาประดิษฐ์ในการปรับปรุงการเขียนเท่าน้ัน 
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มหาวิทยาลัยควรพัฒนานโยบายการส่งเสริมการใช้ปัญญาประดิษฐ์ในการวิจัยอย่างถูกต้องมากกว่าจำกัดการใช้โดยปราศจาก
แนวทางเชิงปฏิบัติ ความท้าทายในการพัฒนานโยบายจึงไม่ใช่แค่การ "สร้างนโยบาย" แต่เป็นการ "สร้างระบบการกำกับดูแลที่คล่องตัว" 
(Agile Governance System) ที่สามารถจัดการกับอัตราการประยุกต์ใช้เทคโนโลยีปัญญาประดิษฐ์ในการวิจัยเร็วช้าแตกต่างกัน ความรู้
ในการประยุกต์ใช้ปัญญาประดิษฐ์ในการวิจัยไม่เท่ากัน และศาสตร์สาขาการวิจัยที่แตกต่างหลากหลายภายในสถาบันอุดมศึกษาได้ 
 
ข้อเสนอแนะ  

จากการศึกษาวรรณกรรมและการวิเคราะห์จริยธรรมในการใช้ปัญญาประดิษฐ์ (AI) ในการวิจัยของสถาบันอุดมศึกษา มี
ข้อเสนอแนะที่สำคัญดังต่อไปนี้ เพื่อพัฒนาจริยธรรมการใช้ปัญญาประดิษฐ์ในการวิจัยและลดความเสี่ยงที่อาจเกิดขึ้นจากการละเมิด
จริยธรรมในการวิจัย 

1. พัฒนากรอบจริยธรรมและแนวทางปฏิบัติส าหรับการใช้ปัญญาประดิษฐ์ในการวิจัย สถาบันอุดมศึกษาควรจัดทำกรอบ
จริยธรรมที่ชัดเจนและครอบคลุมเกี่ยวกับการใช้ปัญญาประดิษฐ์ในการวิจัย ในสถาบันอุดมศึกษา กรอบจริยธรรมนี้ควรมีแนวคิด 3 
ประการที่สำคัญจากการทบทวนวรรณกรรม ดังต่อไปนี้ 

1.1 ส่งเสริมความโปร่งใสในการใช้ปัญญาประดิษฐ์ในการวิจัย (Transparency) กระบวนการพัฒนาและใช้งาน
ปัญญาประดิษฐ์ควรเปิดเผยข้อมูลที่เกี่ยวข้อง เช่น ที่มาของชุดข้อมูลและวิธีการตัดสินใจของอัลกอริทึม เพื่อให้นักวิจัยสามารถตรวจสอบ
และเข้าใจการทำงานของปัญญาประดิษฐ์ได้อย่างชัดเจน 

1.2 สนับสนุนการใช้ปัญญาประดิษฐ์ในการวิจัยอย่างเป็นธรรม (Fairness) ผู้วิจัยหลีกเลี่ยงการใช้ข้อมูลที่มีความ
ลำเอียงและตรวจสอบอคติที่เกิดจากการใช้ปัญญาประดิษฐ์ในการวิจัย เพื่อป้องกันไม่ให้อัลกอริทึมสะท้อนความลำเอียงที่อาจมีอยู่ใน
ข้อมูล รวมถึงปกป้องข้อมูลการวิจัยมิให้รั่วไหล เพื่อเคารพความเป็นส่วนตัวของผู้ให้ข้อมูลทั้งระดับบุคคลและสถาบันที่เกี่ยวข้อง 

1.3 มุ่งเน้นการใช้ปัญญาประดิษฐ์ในการวิจัยด้วยความรับผิดชอบ (Accountability) ผู้วิจัยจำเป็นต้องรับผิดชอบใน
การกำหนดขอบเขตการใช้ปัญญาประดิษฐ์ และตรวจสอบความผิดพลาดจากการใช้ปัญญาประดิษฐ์ในทุกขั้นตอน รวมถึงรับผิดชอบต่อ
ภาระหน้าที่การวิจัยด้วยตนเองตามจริยธรรมการวิจัย 

2. จัดต้ังคณะกรรมการจริยธรรมปัญญาประดิษฐ์ในระดับสถาบัน สถาบันอุดมศึกษาควรส่งเสริมการจัดตั้งคณะกรรมการ
จริยธรรมในการกำกับดูแลและให้คำแนะนำเกี่ยวกับการใช้ปัญญาประดิษฐ์ในงานวิจัย โดยเป็นคณะกรรมการจริยธรรมเฉพาะทางที่มี
ความเชี่ยวชาญในการกำกับดูแลการใช้ปัญญาประดิษฐ์ในการวิจัย โดยคณะกรรมการนี้ควรประกอบด้วยผู้เช่ียวชาญจากหลายสาขา เช่น 
วิทยาศาสตร์ข้อมูล กฎหมาย และจริยธรรม เพื่อทำหน้าที่ ดังต่อไปนี้ 

- กำหนดจริยธรรมปัญญาประดิษฐ์ในการวิจัย และแนวทางการใช้ปัญญาประดิษฐ์ในการวิจัย เพื่อป้องกันและจัดการความ
เสี่ยงท่ีอาจเกิดขึ้นได้อย่างรอบด้าน  

- กำหนดแนวทางการคุ ้มครองข้อมูลของผู ้เข้าร่วมวิจัยและการรักษาความเป็นส่วนตัวของข้อมูลที ่ใช้ในการพัฒนา
ปัญญาประดิษฐ์อย่างเข้มงวด เพื่อป้องกันการละเมิดสิทธิส่วนบุคคลและเสริมสร้างความน่าเชื่อถือในการใช้ปัญญาประดิษฐ์ 

3. พัฒนาหลักสูตรและการอบรมเกี่ยวกับจริยธรรมปัญญาประดิษฐ์ สถาบันอุดมศึกษาควรมีการบรรจุหลักสูตรที่เกี่ยวข้อง
กับจริยธรรมปัญญาประดิษฐ์ในระดับปริญญาตรีและบัณฑิตศึกษาในการวิจัย รวมถึงจัดอบรมเชิงปฏิบัติการสำหรับคณาจารย์และ
นักวิจัย (Nikolic et al, 2024) เพื่อสร้างความเข้าใจและตระหนักถึงประเด็นทางจริยธรรมที่เกี่ยวข้องกับการใช้ปัญญาประดิษฐ์ในการ
วิจัย นอกจากนี้ ควรมีการจัดสัมมนาและการประชุมเชิงวิชาการเกี่ยวกับจริยธรรมปัญญาประดิษฐ์เพื่อแลกเปลี่ยนความคิดเห็นและ
ประสบการณ์ระหว่างนักวิจัยและผู้เชี่ยวชาญในสาขาต่างๆ 

4. สนับสนุนการวิจัยเกี่ยวกับจริยธรรมปัญญาประดิษฐ์อย่างต่อเนื่อง สถาบันอุดมศึกษาควรสนับสนุนการวิจัยและการ
เผยแพร่ความรู้เกี่ยวกับจริยธรรมปัญญาประดิษฐ์ เพื่อเติมเต็มช่องว่างทางความรู้และพัฒนานโยบายที่เหมาะสมกับบริบทของสถาบัน 
อันได้แก่ 
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- การพัฒนาและทดสอบกรอบจริยธรรมที ่สามารถนำไปใช้งานได้จริงในสถาบันอุดมศึกษา เพื ่อให้มั ่นใจว่าการใช้
ปัญญาประดิษฐ์ในการวิจัยเป็นไปอย่างมีความรับผิดชอบและโปร่งใส    

- ศึกษาผลกระทบระยะยาวของปัญญาประดิษฐ์ต่อกระบวนการวิจัยในระดับอุดมศึกษา เพื่อให้สามารถปรับปรุงแนวทาง
ปฏิบัติให้เหมาะสมกับสภาพแวดล้อมท่ีเปลี่ยนแปลงอย่างรวดเร็ว 

- พัฒนาเครื่องมือและระบบท่ีช่วยตรวจสอบความโปร่งใสและความลำเอียงของอัลกอริทึมปัญญาประดิษฐ์โดยเครื่องมือเหล่านี้
จะช่วยให้นักวิจัยสามารถตรวจสอบและประเมินผลการทำงานของปัญญาประดิษฐ์ได้อย่างมีประสิทธิภาพ 

5.  ส่งเสริมความร่วมมือระหว่างสถาบัน สถาบันอุดมศึกษาควรสร้างเครือข่ายความร่วมมือกับองค์กรและมหาวิทยาลัยอื่นๆ 
ในการแลกเปลี่ยนข้อมูลและพัฒนาแนวทางที่เหมาะสมในการใช้ปัญญาประดิษฐ์ในการวิจัย เพื ่อให้เกิดการพัฒนาอย่างต่อเนื่องและ
สามารถปรับตัวกับเทคโนโลยีที่เปลี่ยนแปลงได้อย่างรวดเร็ว 

 ข้อเสนอแนะเหล่านี้มีเป้าหมายเพื่อให้การใช้ปัญญาประดิษฐ์ในการวิจัยจของสถาบันอุดมศึกษาเป็นไปอย่างมีจริยธรรมและ
เกิดประโยชน์สูงสุด โดยการพัฒนากรอบจริยธรรมและการกำกับดูแลที่เหมาะสม รวมถึงลดความเสี ่ยงและสร้างจริยธรรมการใช้
ปัญญาประดิษฐ์ในการวิจัยได้อย่างยั่งยืน 
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