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บทคัดย่อ  

	 การศึกษานี้มีวัตถุประสงค์เพื่อวิเคราะห์บทบาทของ AI โมเดลภาษา

ขนาดใหญ่ (LLM) ในการแปลภาษา โดยมุ่งศึกษาความสามารถและความเสี่ยงที่

อาจเกิดขึ้นต่อนักแปลที่เป็นมนุษย์ โดย LLM ได้รับการฝึกฝนด้วยข้อมูลขนาด

มหาศาลในหลายภาษา มีความสามารถอันยอดเยี่ยมในการประมวลผลภาษา

ธรรมชาติรวมถึงการแปล ท�ำให้เกิดการพึ่งพา LLM ในการแปลมากขึ้น ก่อให้

เกิดความกังวลเกี่ยวกับการเข้ามาแทนที่บทบาทของอาชีพนักแปล ด�ำเนินการ

ศึกษาโดยวิเคราะห์ข้อได้เปรียบและข้อเสียเปรียบของ LLM ในการแปล

ข้อความระหว่างภาษาไทยและภาษาอังกฤษเปรียบเทียบกับนักแปลที่เป็น

มนุษย์ ผลการศึกษาพบว่า แม้ LLM จะมีความรวดเร็วและสามารถแปลภาษา

มากกว่า 100 ภาษาได้อย่างมีประสิทธิภาพ แต่ก็ยังมีความท้าทายในเรื่องของ

การรักษาความเหมาะสมทางวัฒนธรรม ความสม�่ำเสมอทางภาษา และความ

เข้าใจในบรบิทของงานแปล การศึกษาน้ียังกล่าวถึงอคตขิอง LLM และความเสี่ยง

ที่ LLM จะสร้างงานแปลที่ไม่ถูกต้องแต่ดูน่าเชื่อถือ (hallucinations)

	 นักแปลยังคงมีข้อได้เปรียบในการจัดการกับงานแปลที่ซับซ้อนและ

ต้องอาศัยบริบท รวมถึงการรักษาคุณภาพการแปลให้สูงสุด อย่างไรก็ตาม ความ

สามารถของ LLM ในการผลิตงานแปลอย่างรวดเร็วท�ำให้เป็นทางเลือกที่แข่งขัน

ได้ โดยเฉพาะในงานแปลทั่วไปที่มีปริมาณมาก การศึกษาสรุปด้วยข้อเสนอแนะ

ให้นกัแปลปรบัตวัโดยพฒันาทกัษะเฉพาะทาง เรยีนรูอ้ย่างต่อเนือ่ง และใช้เครือ่งมอื 

LLM เพื่อเสริมสร้างประสิทธิภาพในการท�ำงาน

ค�ำส�ำคัญ: โมเดลภาษาขนาดใหญ่, การแปลโดยปัญญาประดิษฐ์, คุณภาพการ

แปล, นักแปลมนุษย์, การประมวลผลภาษาธรรมชาติ
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Abstract 

	 This study examines the role of Large Language Model 

(LLM) AI in translation, focusing on its capabilities and the potential 

risks it poses to human translators. LLM, a form of artificial 

intelligence trained on massive datasets across multiple languages, 

has shown significant proficiency in natural language processing and 

translation tasks. This has led to increased reliance on LLM for 

translation across various professions, raising concerns about the 

displacement of human translators. The study investigates the 

advantages and disadvantages of LLM in translating texts between 

Thai and English comparing to human translators. Despite the AI's 

remarkable speed and ability to handle over 100 languages, 

challenges remain in ensuring cultural appropriateness, linguistic 

consistency, and contextual understanding. Additionally, the study 

highlights the potential biases in AI outputs and the risk of 

hallucinations—where AI generates plausible but incorrect 

translations.

 	 Human translators are found to have an edge in handling 

complex, context-dependent tasks and maintaining high-quality 

translations. However, LLM's ability to quickly produce translations 

makes it a competitive alternative, especially for large-scale, 

general-purpose translation tasks. The study concludes with 

recommendations for translators to adapt by developing specialized 

skills, embracing continuous learning, and leveraging AI tools to 

enhance their work.
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บทน�ำ 

 	 Large language model (LLM) คือรูปแบบหนึ่งของปัญญาประดิษฐ์ 

(artificial intelligence หรือ AI) ซึ่งเป็นความฉลาดที่มนุษย์สร้างขึ้นมาใส่ใน

เครื่องจักรหรือสิ่งไม่มีชีวิต โดยทั่วไปแล้ว AI มักถูกพัฒนาขึ้นมาเพื่อเลียนแบบ

ความสามารถทางปัญญาของมนุษย์ เช่น การคิด วิเคราะห์ เรียนรู้ แก้ปัญหา 

ตัดสินใจ เป็นต้น โดย LLM เป็น AI ที่มีความสามารถพิเศษในการประมวลผล

ภาษา ปัจจุบันมี LLM ที่เป็นที่นิยมใช้ ได้แก่ ChatGPT ของ OpenAI Gemini 

ของ Google Copilot ของ Microsoft และ Claude ของ Anthropic เป็นต้น 

ซึ่ง LLM ถูกฝึกด้วยข้อมูลข้อความจ�ำนวนมหาศาลจากแหล่งต่าง ๆ ที่มีอยู่ในรูป

แบบออนไลน์และในหลายภาษา ท�ำให้มีความสามารถใกล้เคียงกับมนุษย์ในการ

เข้าใจความหมาย บริบท และรูปแบบการใช้ภาษา โดย LLM สามารถวิเคราะห์

ความหมายของข้อความ สร้างข้อความท่ีสอดคล้องกับบริบทในภาษาที่เป็น

ธรรมชาติ (natural language processing หรือ NLP) กล่าวคือ ใช้รูปแบบ

ภาษาในการตอบโต้กบัผูใ้ช้งานทีท่�ำให้ผูใ้ช้งานรู้สกึเหมอืนสนทนากบัมนษุย์จรงิ ๆ 

ช่วยให้มนุษย์สามารถสนทนาโต้ตอบกับ AI โดยการใช้ภาษาธรรมชาติหรือภาษา

พูดที่คนเราใช้พูดคุยกันในชีวิตประจ�ำวันซ่ึงจะลดอุปสรรคในการสื่อสารแม้ในผู้

ที่ไม่เชี่ยวชาญด้านเทคโนโลยีสารสนเทศ (information technology หรือ IT) 

ประหยัดเวลาและแรงงานในการท�ำงานที่เกี่ยวข้องกับภาษาและข้อความ 

ท�ำให้ผู้ใช้สามารถค้นหาและเข้าถึงข้อมูลและบริการต่าง ๆ ได้ง่ายขึ้น

 	 LLM สามารถตอบสนองความต้องการของผู้ใช้ทั้งด้านนันทนาการหรือ

แม้กระทั่งด้านวิชาการที่ครอบคลุมทุกศาสตร์ทุกสาขา สามารถแปลภาษาจาก

ภาษาใดภาษาหนึ่งเป็นภาษาอื่น ซึ่งมีภาษาที่รองรับมากกว่า 100 ภาษาทั่วโลก  
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และสามารถสรุปข้อมูลจากบทความ เอกสาร หรือแม้แต่งานวิจัยขนาดยาว ให้

กระชับและเข้าใจง่ายขึ้น รวมถึงตอบค�ำถามเพิ่มเติมจากเอกสารนั้น ๆ  ได้อีกด้วย 

(Brown et al., 2020; OpenAI, 2023; Maslej et al., 2024; SCB 10X, 2024; 

OpenAI, n.d.; Mahidol University International College, n.d.) ด้วยเหตุนี้ 

ท�ำให้มีผู้นิยมใช้ LLM เพื่อช่วยในการท�ำงานเพิ่มขึ้นอย่างต่อเนื่องในหลากหลาย

สาขาอาชพี ในขณะเดียวกนัก่อให้เกดิความกงัวลว่า LLM รวมถึง AI รูปแบบอืน่ ๆ 

จะเข้ามาท�ำหน้าที่แทนมนุษย์ได้มากจนท�ำให้ความจ�ำเป็นท่ีต้องใช้มนุษย์ในการ

ท�ำหน้าที่ต่าง ๆ ดังกล่าวลดน้อยลง อาจส่งผลให้เกิดการจ้างงานใหม่ที่น้อยลงไป

ด้วย หรือแม้กระทั่งการเลิกจ้างงานในต�ำแหน่งงานต่าง ๆ ที่มีอยู่เพื่อลดต้นทุน

ของหน่วยงาน มีการคาดการณ์ว่าแรงงานร้อยละ 15 หรือคิดเป็น 400 ล้านคน

ทั่วโลกจะถูกแทนที่โดย AI ซึ่งรวมถึง LLM ในระหว่างปีค.ศ. 2016 – 2030 

(Manyika & Sneader, 2018) และจากรายงานของ Stanford University อ้าง

ถึงการส�ำรวจความคิดเห็นของคนทั่วโลกซึ่งส�ำรวจโดย Ipsos ในปีค.ศ. 2023 

พบว่าผู้ให้ข้อมูลหลากหลายอาชีพร้อยละ 57 คาดว่า AI จะเปลี่ยนรูปแบบการ

ท�ำงานของพวกเขาภายในปีค.ศ. 2029 (Maslej et al., 2024) และจากการ

ส�ำรวจของ Forbes Advisor พบว่าผู้ให้ข้อมูลร้อยละ 77 มีความกังวลว่า AI จะ

ท�ำให้พวกเขาสูญเสียต�ำแหน่งงานภายในปีค.ศ. 2024 (Haan, 2023) ซึ่งข้อกังวล

นี้อาจเกิดขึ้นกับผู้ที่ท�ำงานด้านการแปลภาษาหรือนักแปลเช่นเดียวกัน

 	 บทความนี้น�ำเสนอการวิเคราะห์ความเสี่ยงของอาชีพนักแปล ในยุคที่ 

LLM เข้ามามีบทบาทในการแปลมากขึ้นและอาจท�ำให้ผู้ที่มีความต้องการบริการ

ด้านการแปลหันไปใช้ LLM มากขึ้น ทั้งนี้เพื่อให้ทราบถึงโอกาสและภัยคุกคามที่

อาจเกิดขึ้นกับนักแปลจากการเข้ามาของ LLM เปรียบเทียบและน�ำเสนอ

ทางออกส�ำหรับนักแปลและบุคคลทั่วไปท่ีสนใจในเรื่องการแปลเอกสารด้วย 

LLM ทั้งนี้ มุ่งเน้นไปที่การแปลภาษาจากภาษาไทยเป็นภาษาอังกฤษและจาก

ภาษาอังกฤษเป็นภาษาไทย โดยศึกษาภาพรวมของ LLM ที่สามารถเข้าถึงได้
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ทั่วไปโดยไม่มีค่าใช้จ่ายเพื่อเป็นประโยชน์แก่นักแปลรวมถึงบุคคลทั่วไปในการ

พิจารณาจุดเด่นหรือจุดด้อยต่าง ๆ ในการแปลโดย LLM และความสามารถใน

การเข้าถึงได้เป็นการทั่วไปและไม่มีค่าใช้จ่ายนี้อาจเป็นปัจจัยท่ีท�ำให้ผู้ท่ีต้องการ

แปลเอกสารตัดสินใจใช้ LLM ในการแปลข้อความหรือเอกสารโดยไม่จ�ำเป็นต้อง

พึ่งพาบริการของนักแปลที่มีค่าใช้จ่าย

เนื้อหา

 	 1. การแปลภาษาด้วย LLM และ machine translation

 	 แม้บทความนี้จะมุ่งศึกษาการแปลภาษาด้วย LLM เป็นหลัก แต่การ

แปลด้วยเครื่องหรือ machine translation (MT) ก็เป็นประเด็นหนึ่งที่จ�ำเป็น

ต้องกล่าวถึงเนื่องจากมีลักษณะการท�ำงานที่คล้ายคลึงกัน

 	 MT เป็นเทคโนโลยี AI อีกรูปแบบหนึ่งที่ออกแบบมาส�ำหรับแปล

ข้อความโดยเฉพาะ การแปลรูปแบบนี้สามารถแปลข้อความได้อย่างรวดเร็วจาก

ภาษาหนึ่งเป็นอีกภาษาหน่ึงโดยอัตโนมัติโดยไม่ต้องอาศัยการแปลโดยมนุษย์ 

ตัวอย่าง MT ที่เป็นที่นิยมใช้กันอย่างแพร่หลายคือ Google Translate ซึ่งใช้

เทคโนโลยีที่เรียกว่า neural machine translation (NMT) ที่เลียนแบบระบบ

คิดจากสมองมนุษย์ ซึ่งความสามารถในการแปลของ NMT มีความคล้ายคลึงกับ

ความสามารถของ LLM แต่ NMT นั้นถูกออกแบบมาเพื่อการแปลภาษาโดย

เฉพาะ โดยถูกฝึกด้วยการรวบรวมข้อมูลคู่ประโยค (parallel text) จ�ำนวนมาก

จากคู่ภาษา ประกอบด้วยข้อความต้นทาง (source text) ในภาษาหนึ่ง และ

ข้อความปลายทาง (target text) ในอีกภาษาหนึ่ง ใช้เทคนิคการเรียนรู้ของ

เคร่ืองหรือระบบคอมพิวเตอร์ (machine learning)  วิเคราะห์รูปแบบและ

ความสัมพันธ์ระหว่างค�ำศัพท์ วลี และโครงสร้างประโยคในภาษาต้นฉบับและ

ภาษาเป้าหมาย ค้นหาค�ำแปลที่เหมาะสมจากฐานข้อมูลส�ำหรับแต่ละหน่วยย่อย

ของประโยคตามหลักสถิติ แล้วจึงสร้างประโยคใหม่ในภาษาเป้าหมายโดยจัด
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เรียงค�ำแปลตามกฎไวยากรณ์และโครงสร้างภาษาปลายทางให้ได้ความหมาย

ตรงตามข้อความต้นฉบับ ในขณะที่การแปลโดย LLM ซึ่งถือเป็น NMT รูปแบบ

หนึง่ทีฝึ่กฝนบนชดุข้อมลูขนาดใหญ่ทีห่ลากหลาย เมือ่ท�ำการแปล LLM จะวเิคราะห์

ข้อความต้นฉบับ ท�ำความเข้าใจความหมายโดยรวมของข้อความทั้งหมดซึ่งรวม

ถึงบริบทและความสัมพันธ์ระหว่างค�ำ วลี  และประโยค สร้างข้อความแปลใน

ภาษาเป้าหมายโดยค�ำนึงถึงรูปแบบ  น�้ำเสียง  และความเหมาะสมกับบริบท 

(Dokutech Translations, n.d.; Stefani, 2024)

 	 2. ความท้าทายของการแปลระหว่างภาษาไทยและภาษาอังกฤษ

	 การแปลระหว่างภาษาไทยและภาษาอังกฤษเป็นเรื่องท่ียากและ

ท้าทายด้วยหลายปัจจัยดังต่อไปนี้

		  2.1 ด้านโครงสร้างทางภาษา

		  ภาษาไทยและภาษาอังกฤษมีโครงสร้างทางไวยากรณ์ท่ีแตก

ต่างกันมาก ซึ่ง Chomsky เสนอแนวคิดว่าแม้ว่าทุกภาษามีกฎหรือรูปแบบที่

คล้ายคลึงกัน แต่ผลของการแสดงออกทางภาษาอาจแตกต่างกันไปตามข้อจ�ำกัด

ของแต่ละภาษา (Roberts, Watumull & Chomsky, 2023) แม้ภาษาไทยจะใช้

ล�ำดบัประโยคแบบประธาน-กริยา-กรรม คล้ายกบัภาษาอังกฤษ แต่ในโครงสร้าง

ภาษาอังกฤษจะตายตัว ซึ่งต่างกับโครงสร้างในภาษาไทยที่ไม่ตายตัว เช่น ภาษา

ไทยมีการละประธานได้โดยที่ยังสามารถอ่านหรือฟังได้เข้าใจ เช่น ในประโยค 

“กลับละนะ” มีการละประธาน “ผู้กลับ (บุรุษที่ 1)” หรือ “กลับหรือยัง” มีการ

ละประธาน “ผู้กลับ (บุรุษที่ 2)” หรือ “กลับไปแล้ว” มีการละประธาน “ผู้กลับ 

(บุรุษที่ 3)”  จะเห็นได้ว่าการละประธาน 3 ประโยคนี้ เป็นได้ทั้งบุรุษที่ 1 2 และ 

3 ได้ ซึ่งผู้รับสารสามารถเข้าใจได้ในบริบท

	 นอกจากนี้ภาษาไทยไม่มีการเว้นวรรคระหว่างค�ำ ซึ่งท�ำให้เกิดความ

ยากล�ำบากในการแยกค�ำและยากที่จะแปลเป็นภาษาอังกฤษได้อย่างถูกต้อง 

เช่น ประโยค “โคลงเรือจนเรือโคลงเคลง” อาจท�ำให้สับสนจนแปลได้ว่า “Rock 
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the boat until it sways.” หรือ โคลง_เรือ_จน_เรือ_โคลงเคลง (ทดสอบการ

แปลโดย ChatGPT 4o โดยใช้ค�ำสั่ง ‘translate โคลงเรือจนเรือโคลงเคลง’ เมื่อ

วันที่ 8 ธันวาคม พ.ศ. 2567) แต่ถ้าหากเว้นวรรคระหว่างค�ำเป็น “โค_ลง_เรือ_

จน_เรือ_โคลงเคลง” จะสามารถแปลเป็นอีกความหมายหนึ่ง คือ “The ox 

boarded the boat until it swayed.” (ทดสอบการแปลโดย ChatGPT 4o 

โดยใช้ค�ำสั่ง ‘translate โค ลง เรือ จน เรือ โคลงเคลง’ เมื่อวันที่ 8 ธันวาคม 

พ.ศ. 2567)

		  2.2 ด้านค�ำศัพท์และความหมาย

		  ค�ำบางค�ำในภาษาไทยและภาษาอังกฤษมีความหมายไม่เท่า

กัน ซ่ึงอาจเป็นเพราะแนวคิดทางวัฒนธรรมที่แตกต่างกัน เช่น การใช้ค�ำว่า 

‘แก้ว’ ในภาษาไทยปกติแล้ว “แก้ว” หมายความถึง ภาชนะที่ใช้ใส่ของเหลว

ส�ำหรับดื่มและไม่จ�ำกัดว่าจะท�ำจากวัสดุใด และใช้เป็นลักษณะนามหรือหน่วย

นับอีกด้วย เช่น แก้วกาแฟหรือกาแฟ 2 แก้ว แต่ในภาษาอังกฤษจะใช้ค�ำว่า 

“glass” หมายถึงภาชนะลักษณะที่ท�ำมาจากแก้วเท่านั้น และ “glass” ไม่ถูกใช้

เป็นลักษณะนามในภาษาอังกฤษ ทั้งสองภาษามีค�ำที่มีความหมายที่แตกต่างตาม

บริบท รวมถึงลักษณะของภาษาไทยไม่มีการใช้ค�ำน�ำหน้านามเพื่อบ่งชี้เฉพาะ

หรือกล่าวโดยทั่วไปและไม่มีการเปลี่ยนรูปค�ำกริยาเพื่อสื่อถึงกาลเวลา (สมบัติ 

ศิริจันดา และ จักกเมธ พวงทอง, 2564) การแปลให้ถูกต้องจึงต้องอาศัยความ

เข้าใจในบริบทเป็นส�ำคัญ

		  2.3 ด้านความแตกต่างทางวัฒนธรรม

		  ภาษามีความสัมพันธ์อย่างลึกซึ้งกับวัฒนธรรมที่สะท้อนถึง

คุณค่า บรรทัดฐาน และการปฏิบัติของสังคม ผู้แปลต้องเข้าใจองค์ประกอบทาง

วัฒนธรรมเหล่าน้ีเพื่อถ่ายทอดความหมายและความตั้งใจของข้อความต้นฉบับ

ในภาษาเป้าหมายได้อย่างถูกต้อง (Reiß & Vermeer, 2014) ในภาษาไทยมี

ระดับความเป็นทางการและความสุภาพหลายระดับซึ่งสื่อสารผ่านค�ำเฉพาะ การ
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แปลข้อความทีม่ปัีจจยัต่าง ๆ เหล่านีใ้นภาษาองักฤษอาจท�ำได้ยาก เช่น ค�ำสรรพนาม

หรือค�ำลงท้าย ภาษาไทยมีระบบค�ำสรรพนามที่ซับซ้อนโดยเปลี่ยนไปตามปัจจัย

ต่าง ๆ เช่น อายุ สถานะทางสังคม และความสัมพันธ์ระหว่างผู้พูดและผู้ฟังหรือผู้

เขียนกับผู้อ่าน ตัวอย่างเช่น ฆราวาสพูดกับพระสงฆ์ก็ใช้ค�ำสรรพนามเรียกขานที่

แตกต่างจากพระสงฆ์พูดกับฆราวาส การที่ผู้แปลแม้ว่าจะเป็นมนุษย์จะแปลได้

อย่างถูกต้องก็จ�ำเป็นจะต้องเข้าใจบริบททางวัฒนธรรมรวมถึงอารมณ์ความรู้สึก 

สอดคล้องกับการศึกษาการใช้ค�ำลงท้ายเช่นค�ำว่า ‘ครับ’ ‘คะ’ ‘ค่ะ’ ‘วะ’ ‘ว่ะ’ 

และ ‘โว้ย’ ในการแปลวรรณกรรมภาษาอังกฤษเป็นภาษาไทย (รัชดา ปลาบู่

ทอง, 2551) ค�ำเหล่านี้ถูกใช้เพื่อบ่งบอกสถานะทางสังคม เช่น เพศ อายุ ต�ำแหน่ง 

และความสัมพันธ์ของคู่สนทนา บ่งบอกถึงอารมณ์ ความรู้สึก และทัศนคติของผู้

พูด ในขณะที่ภาษาอังกฤษนั้นการเลือกใช้ค�ำที่แตกต่างกันเช่นค�ำว่า ‘Thanks’ 

หรือ ‘Thank you’ หรือการเลือกใช้หรือไม่ใช้ค�ำลงท้ายเช่นค�ำว่า ‘sir’ หรือ 

‘madame’อาจสะท้อนถึงบริบทที่เป็นทางการหรือไม่เป็นทางการ หรือสะท้อน

ความสนิทสนมระหว่างคู่สนทนาได้

	 ด้วยเหตุนี้ ในการแปลภาษาจากภาษาไทยเป็นภาษาอังกฤษ และจาก

ภาษาอังกฤษเป็นภาษาไทย หากไม่ใช่ผู้ที่เชี่ยวชาญทั้ง 2 ภาษา ก็นับว่าเป็นเรื่อง

ท่ียากที่จะแปลได้อย่างถูกต้อง แต่ส�ำหรับ LLM ที่สามารถเข้าใจภาษาทั้งไทย

และอังกฤษรวมถึงภาษาอื่น ๆ ได้ดี มีความรู้ ข้อมูลในหลายศาสตร์หลายแขนง 

สิ่งนี้อาจจะท�ำให้ LLM ได้เปรียบมนุษย์จนสามารถเข้ามาท�ำหน้าที่แทนมนุษย์ใน

การแปลได้

	 3. ข้อได้เปรียบของ LLM ในการแปล

		  3.1 ความเร็วของการแปล

		  จากการส�ำรวจโดยการสัมภาษณ์นักแปลมากกว่า 100 คนทั้ง

ที่เป็นนักแปลอิสระไปจนถึงนักแปลอาชีพที่ท�ำงานในหน่วยงานท่ีให้บริการด้าน

ภาษา (language service providers หรือ LSP) ระดับนานาชาติขนาดใหญ่ที่
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ประกอบธุรกิจด้านการแปลภาษา การล่าม บริการปรับเนื้อหาให้เหมาะสมกับ

วัฒนธรรม ภาษา และบริบทของผู้ใช้งานในท้องถิ่น (localization) เช่น การ

แปลเว็บไซต์ แอปพลิเคชัน หรือซอฟต์แวร์ การแปลค�ำบรรยายและพากย์เสียง 

เป็นต้น พบว่านักแปลเหล่านั้นสามารถแปลข้อความได้ 2,000 - 6,000 ค�ำต่อ

วนั ข้ึนอยูก่บัความเร่งด่วนของผูว่้าจ้าง หากคิดเฉล่ียแล้วจะอยู่ท่ี 2,800 ค�ำต่อวนั 

และนักแปลอาชีพท่ีมีประสบการณ์ถูกคาดหวังว่าจะสามารถแปลข้อความ

ได้ตั้งแต่ 1,200 ค�ำถึง 4,000 ค�ำต่อวัน หรือคิดเป็นค่าเฉลี่ย 2,500 ค�ำต่อวัน 

ส�ำหรับฉบับร่างหรือการแปลครั้งแรกที่ยังไม่ได้มีการตรวจสอบความถูกต้อง 

ทั้งน้ีขึ้นอยู ่กับความยากง่ายหรือความซับซ้อนหรือเฉพาะทางของข้อความ

และความคุ้นเคยหรือความเช่ียวชาญของผู้แปลในศาสตร์นั้น ๆ การแปลจะ

ใช้เวลาเพิ่มขึ้นเมื่อต้องมีการตรวจสอบความถูกต้องและแก้ไข นอกจากนี้

ความเร็วของการแปลโดยมนุษย์ยังขึ้นอยู่กับเทคโนโลยีที่ใช้ในการแปล การ

ส�ำรวจพบว่าร้อยละ 82.5 ของผู้ให้บริการด้านภาษาใช้เทคโนโลยีช่วยแปลที่

เรียกว่าความจ�ำด้านการแปล (translation memory  หรือ TM) ซึ่งเป็น

เทคโนโลยีที่ช่วยดึงความหมายของค�ำ วลี หรือประโยคที่ผู้แปลเคยแปลไว้แล้ว

จากงานแปลครั้งก่อน ๆ กลับมาใช้ใหม่เพื่อลดเวลาในการพิมพ์หรือการค้นคว้า

หาความหมายซ�ำ้ ๆ โดยใช้ร่วมกบัเครือ่งมอืช่วยเหลอืด้านการแปลด้วยคอมพวิเตอร์

หรอื computer-assisted translation tool หรอื CAT tool  (Drugan, 2013; 

Pacific International Translations, n.d.)

		  เมื่อกล่าวถึงเฉพาะประเด็นความเร็วของการแปลแล้วนั้น 

LLM และ NMT สามารถแปลเอกสารด้วยความเร็วที่เร็วกว่าการแปลโดยมนุษย์

อย่างมาก มีการศึกษาพบว่า LLM สามารถแปลภาษาอังกฤษ 1,000 ค�ำเป็น

ภาษาจีนได้ในเวลา 5.92 วินาที และแปลจากภาษาจีน 1,000 ค�ำเป็นภาษา

อังกฤษได้ในเวลา 6.46 วินาที (Jiang, 2023)

		  ด้วยปัจจัยดังกล่าวอาจสรุปได้ว่าปัจจุบันเทคโนโลยี LLM 
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สามารถแปลได้ด้วยความเร็วที่มนุษย์ไม่สามารถท�ำได้ หรือแม้นักแปลจะใช้ TM 

และ CAT tool ช่วยแปล นักแปลก็ยังคงจะต้องตรวจสอบและยืนยันการแปล

แต่ละค�ำ วลี หรือประโยค หรือแปลด้วยตนเองเพิ่มเติมในกรณีที่ค�ำ วลี หรือ

ประโยคน้ันไม่เคยถูกแปลมาก่อนหน้า นั่นหมายถึงเวลาที่ใช้ในการแปลนั้นก็

ย่อมเพิ่มขึ้น

		  3.2  ความสามารถในการเข้าใจบริบทของข้อความที่แปล

		  LLM สามารถมีบทบาทส�ำคัญและเพิ่มประสิทธิภาพการแปล

ภาษาในหลายแง่มุม ด้วยรูปแบบปัญญาประดิษฐ์นี้มีความเข้าใจภาษาเนื่องจาก

ได้รับการฝึกฝนเกี่ยวกับข้อมูลที่เป็นข้อความจ�ำนวนมหาศาลในหลากหลาย

ภาษา ช่วยให้ LLM เข้าใจความหมายของค�ำ ประโยค และบริบทได้อย่างลึกซึ้ง 

โดยแปลตามบริบท กล่าวคือ LLM ไม่ได้แปลค�ำต่อค�ำ แต่พิจารณาบริบทของ

ประโยคและเอกสารโดยรวม  ช่วยให้แปลได้อย่างถูกต้องตามความหมายและ

รักษารูปแบบทางวัฒนธรรมที่แตกต่างได้ สามารถสร้างประโยคที่ไหลลื่นและ

เป็นธรรมชาติในภาษาเป้าหมาย สามารถปรับแต่งให้เหมาะกับสาขาวิชาเฉพาะ 

เช่น วิศวกรรมหรือโบราณคดี เป็นต้น ช่วยให้แปลข้อความเฉพาะทางได้อย่างดี 

	 ในมุมมองของคนทั่วไปที่ต้องการแปลภาษาแต่ไม่ถนัดหรือเช่ียวชาญ

ภาษานั้น ๆ สิ่งนี้อาจช่วยท�ำลายก�ำแพงด้านภาษาได้ในระดับหนึ่งด้วยความ

สามารถของ LLM ที่สามารถท�ำสิ่งต่าง ๆ เหล่านั้นได้อย่างรวดเร็วอย่างยิ่งและ

สามารถแปลได้มากกว่า 100 ภาษา ซึ่งเป็นสิ่งที่เกินความสามารถของมนุษย์

หนึ่งคนที่จะท�ำได้ สิ่งนี้ท�ำให้เกิดความกังวลว่าเมื่อการแปลภาษาด้วย LLM เข้า

ถึงได้ง่ายโดยบุคคลทั่วไปและไม่มีค่าใช้จ่าย ท�ำให้เกิดค�ำถามว่าจะมีความจ�ำเป็น

หรอืไม่ทีจ่ะต้องใช้การแปลโดยมนุษย์ ซึง่ใช้เวลามากกว่าและมีค่าใช้จ่ายท่ีสงูกว่า

4. ความท้าทายของ LLM ในการแปล

	 4.1 คุณภาพของการแปล

	 แม้ว่าคุณภาพของการแปลจะเป็นเรื่องที่ส�ำคัญและจ�ำเป็น แต่ก็อาจ
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เป็นเรื่องยากที่จะก�ำหนดว่าจะใช้หลักการใดบ้างในการประเมินคุณภาพของการ

แปล เนื่องจากยังมีความเห็นที่แตกต่างกันทั้งในมุมของนักแปลและผู้ประเมิน 

(Baker & Saldanha, 2009) American Society for Testing and Materials 

ได้ก�ำหนดมาตรฐานการประกนัคุณภาพการแปล ASTM F2575 - 14 standard 

guide for quality assurance in translation ในส่วนเนื้อหาว่า ผู้ตรวจแก้งาน

แปลซึ่งอาจเป็นตัวนักแปลเองหรือนักแปลอีกคนหนึ่งพึงเปรียบเทียบข้อความ

ปลายทางกับข้อความต้นทางและท�ำให้แน่ใจว่าข้อความปลายทางนั้นครบถ้วน

สมบูรณ์ ถูกต้อง ไม่มีการแปลผิดจากข้อความต้นฉบับ และใช้ค�ำศัพท์เฉพาะทาง

ได้อย่างเหมาะสมทั้งเอกสาร อีกทั้งผู้ตรวจแก้งานแปลพึงอ่านข้อความปลายทาง

ทั้งหมดในภาพรวมอีกครั้งเพื่อดูว่าข้อความปลายทางนั้นสอดคล้องกับข้อความ

ต้นทาง อ่านง่ายและน่าอ่าน (ASTM International, 2023)  ด้าน Linguistic 

Data Consortium (NIST Multimodal Information Group, 2010)  

ได้ก�ำหนดเกณฑ์ส�ำหรับวัดคุณภาพของการแปลด้วยเครื่อง (MT) ไว้ 2 ด้านคือ

ด้านความคล่องภาษา และด้านความครบถ้วนเพียงพอของเนื้อหา ซึ่งเป็นเกณฑ์

การประเมินที่นิยมน�ำมาใช้กันอย่างแพร่หลาย ซึ่งไม่ว่าจะเป็นการแปลโดย LLM 

NMT หรือ แปลโดยมนุษย์ ปกติแล้วผู้ที่ต้องการใช้ประโยชน์จากงานแปลนั้นก็

ย่อมคาดหวังผลงานที่มีคุณภาพ ทั้งนี้เมื่อมองในมุมมองของอาชีพนักแปลที่ต้อง

ส่งมอบงานที่มีคุณภาพให้ผู้ว่าจ้าง ผู้ว่าจ้างคาดหวังให้มีการรับประกันคุณภาพ

การแปลว่างานแปลนั้น ๆ จะมีคุณภาพสูงและตรงตามมาตรฐานที่ได้ตกลงกันไว้ 

ซึ่งรวมถึงการใช้เครื่องมือช่วยแปลตามที่ก�ำหนดและมีมาตรการควบคุมคุณภาพ

และประเมินคุณภาพของงานแปลเพื่อยืนยันว่างานแปลนั้นมีคุณภาพในระดับสูง

ที่สุด ไม่มีข้อผิดพลาดง่าย ๆ  ที่แสดงถึงความไม่เป็นมืออาชีพ (common pitfall) 

(Drugan, 2013) อาจกล่าวได้ว่าคุณภาพของการแปลนั้นเป็นสิ่งที่เป็นอัตวิสัย 

(subjectivity) ขึ้นอยู่กับความต้องการของผู้ว่าจ้างซึ่งรวมถึง LSP และผู้ใช้

บริการ นักแปลจ�ำเป็นต้องแสดงให้เห็นว่าตนเองมีความสามารถที่เหนือกว่าการ
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แปลด้วย MT หรือ LLM หรือเหนือกว่านักแปลที่ไม่มีประสบการณ์เพียงใดใน

ด้านความรู้ทางภาษา วัฒนธรรม และความรู้เฉพาะทางที่เกี่ยวข้องกับเนื้อหาที่

แปล งานแปลที่มีคุณภาพจะต้องมีความถูกต้องทางภาษาศาสตร์ มีความเหมาะ

สมทางวัฒนธรรมกับกลุ่มเป้าหมาย มีความสม�่ำเสมอทั้งในด้านการเลือกใช้ค�ำ

และด้านรูปแบบในตลอดทั้งข้อความ เลือกใช้ค�ำเฉพาะทางได้ถูกต้องกับลักษณะ

งานแปล มีความชัดเจนและสามารถอ่านได้เข้าใจ

		  จากการศึกษาพบว่า แม้ LLM จะมีผลการแปลที่น่าประทับใจ 

แต่ก็ยังมีความผิดพลาดหลายประการ เช่น การแปลผิด หรือการแปลที่ไม่เป็น

ธรรมชาติ (Feng et al., 2024) และยังไม่สามารถให้ผลลัพธ์การแปลได้อย่างถูก

ต้องที่สุดในกรณีที่การแปลต้องอาศัยความหมายและเนื้อหาที่ซับซ้อน หรือมี

ความแตกต่างในความหมายระหว่างข้อความต้นทางและข้อความปลายทางซ่ึง

เรียกว่างานแปลประเภท translation-variant task (Zhang et al., 2023) 

ตัวอย่างเช่น การแปลจดหมายสมัครงาน หรือค�ำที่มีลักษณะเป็นการเล่นค�ำ 

(pun) ที่มักเกี่ยวข้องกับค�ำพ้องรูปหรือพ้องเสียง งานแปลลักษณะนี้อาจได้รับ

ผลกระทบจากความแตกต่างของรูปแบบภาษา วัฒนธรรม หรือบริบทของสอง

ภาษา ซึ่งอาจท�ำให้ข้อความปลายทางสูญเสียคุณค่าด้านบริบททางภาษาศาสตร์

หรือวัฒนธรรมไป ในทางตรงกันข้าม LLM สามารถแปลได้อย่างถูกต้องในงานที่

ลักษณะสมมาตร หรือ translation-equivariant task กล่าวคือ ข้อความต้นทาง

และข้อความปลายทางมคีวามหมายทีเ่ท่ากนั เช่น การแปลข้อมลูท่ีเป็นข้อเท็จจรงิ 

ความรู้ การทดลองทางวิทยาศาสตร์ หรือการค�ำนวณทางคณิตศาสตร์ (Zhang 

et al., 2023) งานประเภทนี้มีแนวโน้มที่จะไม่มีปัญหาด้านความถูกต้องของ

ความหมาย เพราะไม่ขึ้นอยู่กับบริบททางภาษา

		  4.2 ความเสี่ยงที่ LLM จะสร้างงานแปลที่ไม่ถูกต้องแต่ดูน่า

เชื่อถือหรือมีอคติในการแปล

		  ปัญหาที่อาจเกิดขึ้นจากการแปลโดย LLM คือ LLM ประมวล
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ผลภาษาด้วยหลักการทางสถิติจากข้อมูลจ�ำนวนมากโดยเรียนรู้และเลียนแบบ

การใช้ภาษาของมนุษย์ อย่างไรก็ตาม LLM มีแต่ข้อมูลจ�ำนวนมหาศาลแต่ไม่มี

สามัญส�ำนึก (common sense) ไม่ได้มีความรู้ในโลกแห่งความเป็นจริง (real 

world knowledge) เหมือนมนุษย์  เราจึงไม่สามารถท�ำนายได้ว่าในการท�ำงาน

ของ LLM ในแต่ละครั้งนั้นจะได้ผลลัพธ์ที่ดีเสมอไป LLM มีความเสี่ยงที่จะสร้าง

งานแปลที่ไม่ถูกต้องแต่ดูน่าเชื่อถือ (hallucination) ในกรณีของการแปล LLM 

อาจใส่ข้อมูลบางอย่างในข้อความที่แปลออกมาโดยท้ังท่ีไม่ได้เป็นส่วนหนึ่งของ

ข้อความต้นฉบับ หรือไม่มีความสอดคล้องและไม่ได้ถูกกล่าวถึงในข้อความ

ต้นฉบับเลย แต่ด้วยความสามารถทางภาษาของ LLM ที่สามารถเลียนแบบรูป

แบบการใช้ภาษาของมนุษย์ได้อย่างยอดเยี่ยม ท�ำให้ข้อความที่ AI แปลผิดพลาด

นั้นยังคงดูมีความน่าเชื่อถืออย่างมากจนสามารถลวงให้ผู้ใช้งานรู้สึกไปเองว่า

ข้อความที่แปลออกมานั้นถูกต้องได้ และน�ำผลการแปลนั้นไปใช้โดยไม่ตรวจสอบ

อีกครั้งซึ่งอาจก่อให้เกิดความเสียหายได้ (Bowker, 2024) อีกประการหนึ่งคือ 

LLM อาจสะท้อนอคติทางความเชื่อ เพศ เชื้อชาติ หรือด้านอื่น ๆ ที่มีอยู่ในข้อมูล

ที่ LLM ใช้ในการฝึก (training data) สิ่งนี้ไม่ได้หมายความว่า LLM มีอคติทาง

เพศหรือเชื้อชาติแต่อย่างใด แต่เกิดจากอคติดังกล่าวที่มีในมนุษย์ และมนุษย์เป็น

ผู้สร้างข้อมูลที่ AI ใช้ในการฝึกฝนนั้น (Castilho, 2024)

		  4.3 ข้อจ�ำกัดในการประมวลผลของ LLM

		  การประมวลผลของ LLM เพื่อแปลข้อความต้นทางเป็น

ข้อความปลายทางในอีกภาษาหน่ึงยังมีสิ่งที่เรียกว่า tokenization หรือ 

segmentation ซึ่งหมายถึงการแบ่งส่วนของประโยคหรือข้อความออกเป็น

หน่วยย่อย ๆ (token) เพื่อการประมวลผล เช่นค�ำว่า “ผัดคะน้าหมูกรอบ” มี

จ�ำนวนอักขระ 15 อักขระ ใช้ 11 token และ LLM แต่ละตัวก็ได้ก�ำหนดจ�ำนวน 

token ต่อหนึ่งค�ำสั่ง (prompt) ไว้แตกต่างกัน เช่น LLM ที่พัฒนาบน GPT-4 จะ

จ�ำกัดจ�ำนวน token ไว้ที่ไม่เกิน 32,000 token ซึ่งหมายถึงจ�ำนวน token ของ
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ข้อมูลที่ป้อนเข้าไปและข้อมูลที่ AI ตอบกลับ รวมกันแล้วจะต้องไม่เกิน 32,000 

token ต่อครั้ง เช่นค�ำสั่ง “translate ผัดคะน้าหมูกรอบ” ใช้ 12 token ค�ำตอบ

ของ LLM (ChatGPT 4o) คือ “Stir-fried Kale with Crispy Pork” ใช้ 9 

token รวมทั้งหมดเป็น 21 token ส�ำหรับการสั่งให้ LLM แปลข้อความนี้ 

(ค�ำนวณโดย https://platform.openai.com/tokenizer เมื่อวันท่ี 15 

ธันวาคม พ.ศ. 2567)  หากเกินกว่า 32,000 token แล้ว LLM อาจจะสรุป ย่อ 

หรือตัดข้อความให้สั้นลงก่อนท�ำการแปล ท�ำให้การแปลนั้นจะแปลจากข้อความ

ที่ถูกสรุป ย่อ หรือตัดออก ไม่ได้แปลจากข้อความต้นฉบับทั้งหมด ส่งผลให้ราย

ละเอียดหรือข้อมูลที่ส�ำคัญบางอย่างอาจจะไม่ได้ถูกแปล (Deepchecks, 2023; 

Alphanome.ai., 2023; Toolify, 2024) เมื่อให้ LLM แปลข้อความที่ยาวเกิน

จ�ำนวน token ที่ก�ำหนดให้สมบูรณ์ไม่ได้ ผู้แปลอาจจ�ำเป็นต้องแบ่งข้อความ

ออกเป็นสองส่วนหรือหลายส่วนกว่านั้นแล้วแปลแยกกัน อาจส่งผลให้ข้อความ

แต่ละส่วนนัน้ไม่เป็นอนัหน่ึงอนัเดียวกันกบัข้อความส่วนอ่ืน ๆ หรือสญูเสยีบริบท

บางอย่าง ส่ิงนี้ท�ำให้การแปลของ LLM มีข้อกังวลเกี่ยวกับความสม�ำ่เสมอ ซึ่ง

นักแปลที่มีความเช่ียวชาญย่อมแปลข้อความให้มีความสม�่ำเสมอและเป็น

มาตรฐานเดียวกันได้ดีกว่า LLM

		  4.4 ความกังวลด้านทรัพย์สินทางปัญญา

		  ยงัมข้ีอกงัวลทีส่�ำคัญในการใช้งาน LLM ในด้านความปลอดภัย

ของข้อมูล การรักษาความลับทางการค้า รวมถึงทรัพย์สินทางปัญญาต่าง ๆ 

เนื่องจากผู้ใช้งานจ�ำเป็นต้องป้อนข้อมูลเพื่อให้ LLM ประมวลผล และข้อมูลดัง

กล่าวก็จะถูกน�ำเข้าสู่ระบบและใช้ในการฝึกของ LLM ไปด้วย ผู้ว่าจ้างอาจมี

ความกังวลว่าข้อมูลที่เป็นความลับทางการค้า เช่น สูตรอาหารหรือกรรมวิธีการ

ผลิต อาจจะรั่วไหลออกไปหรือปรากฏในค�ำตอบของ LLM กับผู้ใช้รายอื่นได้

	 การแปลโดย LLM คือการประมวลผลจากชุดค�ำสั่ง (algorithm) เมื่อ

ได้ผลการแปลที่ดีที่สุดแล้วก็จะส่งผลการแปลให้ผู้ใช้ทันที ซึ่งอาจมีข้อผิดพลาด
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ในการแปลตามที่ได้กล่าวไว้ข้างต้น ผู้ใช้งานพึงตรวจสอบคุณภาพของงานแปลที่

แปลด้วยเครือ่งมือดังกล่าวทกุคร้ังก่อนน�ำไปใช้งาน ซ่ึงหากผูใ้ช้งานไม่ได้มศีกัยภาพ

เพียงพอที่จะตรวจสอบความบกพร่องและแก้ไขงานแปลดังกล่าวในกรณีท่ีอาจมี

ความบกพร่องในการแปลเกิดขึ้น งานแปลดังกล่าวก็จ�ำเป็นต้องใช้บริการของผู้ที่

มีความรู้ความเชี่ยวชาญด้านภาษาและศาสตร์นั้น ๆ ในการแก้ไขตรวจทานอีก

ครั้งเพื่อหลีกเลี่ยงข้อผิดพลาดที่อาจเกิดขึ้นให้มากที่สุด เช่นเดียวกันกับการแปล

ด้วยมนุษย์ นักแปลนั้นอาจจะมีผู้ตรวจสอบ (peer reviewer) ท�ำหน้าที่ตรวจ

สอบคุณภาพของการแปลว่าถูกต้องและมีคุณภาพตามมาตรฐานการแปล  

แต่ทั้งนี้ทั้งนั้นการตรวจสอบการแปลโดยมนุษย์ก็เป็นกระบวนการที่ใช้เวลามาก

เช ่นเดียวกันตามที่ได ้กล ่าวถึงในประเด็นเรื่องของความเร็วในการแปล  

(Pacific International Translations, n.d.)

	 5. ความท้าทายของนักแปลที่เป็นมนุษย์

		  5.1 ค่าใช้จ่ายในการแปล

		  ปัจจัยอีกอย่างหนึ่งที่อาจส่งผลต่อคุณภาพของการแปลก็คือ

ค่าใช้จ่ายในการแปล การแปลอาจมีค่าใช้จ่ายตั้งแต่ค�ำละ 0.09 ดอลลาร์สหรัฐ 

(3.07 บาท) ไปจนถึงค�ำละ 0.61 ดอลลาร์สหรัฐ (20.83 บาท) หรือหน้าละ 20 

ดอลลาร์สหรัฐ (682.80 บาท) ไปจนถึงหน้าละ 100 ดอลลาร์สหรัฐ (3,414.00 

บาท) ณ อัตราแลกเปลี่ยนที่ 34.14 บาท ต่อ 1 ดอลลาร์สหรัฐ ขึ้นอยู่กับอัตราค่า

บริการที่ก�ำหนดโดย LSP แต่ละรายและเงื่อนไขอื่น ๆ เช่น ความเชี่ยวชาญของ

นักแปลหรือความเฉพาะด้านของงานที่ต้องการแปล (Marino, 2023) ผู้ว่าจ้างที่

มีงบประมาณจ�ำกัดอาจเลือกใช้การแปลโดยไม่มีค่าใช้จ่ายหรือมีค่าใช้จ่ายท่ีถูก

กว่าโดยไม่มุ่งหวังงานแปลที่มีคุณภาพดีมากแต่สามารถตอบโจทย์การใช้งานได้ก็

เพียงพอแล้ว ซึ่งอาจมีคุณภาพด้อยกว่าการแปลโดยนักแปลอาชีพ (Drugan, 

2013) ผู้ว่าจ้างบางรายอาจเห็นว่า LLM สามารถแปลในระดับที่ยอมรับได้และ

ไม่มีค่าใช้จ่ายท�ำให้ตัดสินใจไม่เลือกใช้บริการของนักแปล
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		  5.2 สภาพร่างกายและจิตใจของผู้แปล

		  ความเหน่ือยล้าที่เกิดขึ้นกับร่างกายและจิตใจท่ีเกิดจากการ

ท�ำงานต่อเนื่องเป็นระยะเวลานานท�ำให้อ่อนล้าหรือหมดเรี่ยวแรงและส่งผลเสีย

ต่อการท�ำงาน ซึ่งความเหนื่อยล้าจากการใช้สมองหรือใช้ความคิดเป็นเวลานาน

ประกอบกับการหมดแรงจูงใจในการแปลส่งผลต่อประสิทธิภาพในการแปล 

(Mao, 2022) ทัง้สองปัจจัยน้ีส่งผลท�ำให้แปลงานได้แย่ลง (underperformance) 

เนื่องจากงานแปลเป็นงานที่ยากและต้องใช้สมาธิสูง นักแปลอิสระโดยปกติแปล

งานวันละ 5 - 6 ชั่วโมงเท่านั้น การท�ำงานติดต่อกันเป็นระยะเวลานานจะส่งผล

ต่อคุณภาพของการแปล (Pacific International Translations, n.d.) ในขณะ

ที่ LLM ไม่มีข้อจ�ำกัดในด้านนี้

 	 อย่างไรก็ตาม ไม่อาจจะสรุปได้ว่านักแปลหรือ LLM สามารถแปลได้

โดยไม่มีข้อผิดพลาด จึงเป็นเรื่องยากที่จะชี้ชัดได้ว่าคุณภาพการแปลด้วยนักแปล

หรือ LLM อย่างใดเหนือกว่ากัน อาจสรุปได้ว่าการแปลโดยมนุษย์หากผู้แปลมี

ความเชี่ยวชาญด้านภาษาและวัฒนธรรมและมีความเข้าใจเนื้อหาที่จะแปลเป็น

อย่างดีก็ย่อมแปลออกมาได้ดีกว่า LLM แต่ในทางกลับกันหากผู้แปลไม่ได้มีความ

เชี่ยวชาญด้านภาษาหรือความเชี่ยวชาญในศาสตร์ของงานแปลหรือไม่ได้มีความ

เข้าใจเนื้อหาที่จะแปลอย่างถ่องแท้ก็จะท�ำให้ข้อความต้นทางถูกแปลออกมา

อย่างไม่มีคุณภาพหรือแย่กว่าการแปลโดย LLM ก็เป็นได้ (ป้อมเพชร ตาณังกร 

และสัญชัย สุลักษณานนท์, 2565; Moneus & Sahari, 2024)

บทสรุป

 	 LLM อาจเหมาะกับงานแปลเอกสารทั่วไป การแปลจ�ำนวนมากที่

ต้องการความรวดเร็ว ประหยัด ลดอุปสรรคทางด้านภาษาของผู้ใช้งานที่ไม่มี

ความเชี่ยวชาญ อย่างไรก็ตาม LLM มีข้อจ�ำกัดในเรื่องของความถูกต้อง ความ

เป็นธรรมชาติ และความสอดคล้องกับบริบทและวัฒนธรรม โดยเฉพาะในการ
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แปลข้อความที่มีความซับซ้อนหรือมีความเฉพาะทาง หรือผู้ว่าจ้างต้องการ

คุณภาพของการแปลสูง ท�ำให้การแปลโดยมนุษย์ยังมีความจ�ำเป็นอยู่ หรือแม้

กระทั่งการแปลโดย LLM ก็ยังคงต้องการการตรวจสอบและการแก้ไขโดยมนุษย์

 	 และแม้ว ่าการใช ้ LLM เป็นเครื่องมือในการแปลจะช่วยเพิ่ม

ประสิทธิภาพการผลิต แต่อย่างไรก็ตามผู ้ว่าจ้างหรือหน่วยงานที่ให้บริการ 

ด้านภาษา อาจมองว่านักแปลไม่ได้ท�ำงานเองทั้งหมดอีกต่อไป ซึ่งอาจส่งผลให้

นักแปลได้ค่าตอบแทนลดลง หรือต้องท�ำงานมากขึ้นเพื่อให้ได้ค่าตอบแทนเท่า

เดิม (Bowker, 2024) ณ ปัจจุบันยังไม่ได้มีผลการศึกษาที่ชัดเจนในบรรดานัก

แปลอาชีพว่ามีการใช้ LLM เป็นเครื่องมือช่วยแปลมากน้อยเพียงใด แต่อาจ

เทียบเคียงได้กับผลการศึกษาเทคโนโลยี AI ที่มีความใกล้เคียงกับ LLM นั่นก็คือ 

NMT การศึกษาของ Wang (2023) ชี้ให้เห็นว่านักแปลอาชีพจ�ำนวนมากมีการ

พึ่งพา NMT เช่น Dear Translate Baidu Translate และ DeepL Translate 

เพื่อช่วยลดความผิดพลาดด้านไวยากรณ์และช่วยให้ท�ำงานแปลได้เร็วข้ึน  

แต่ทั้งน้ีท้ังน้ันยังไม่สามารถไว้วางใจให้เครื่องมือเหล่านี้ท�ำงานแปลท้ังหมดโดย

ไม่มีการตรวจสอบเนื่องจากผลจากการศึกษานี้พบว่า NMT ไม่สามารถเอาชนะ

นักแปลในมิติของการให้เหตุผล (logical expressions) และมิติความซื่อตรงต่อ

ข้อความต้นฉบบัและการแปลความหมายของค�ำได้ถกูต้อง (fidelity to the original 

text and accurate translation of word meanings) สิ่งที่ NMT สามารถ

ท�ำได้ดีกว่านักแปลคือการรักษารูปแบบภาษา (language style) และแม้ NMT 

อาจท�ำได้ดีในการแปลข้อความด้านธุรกิจหรือข่าว แต่หากเป็นงานวรรณกรรม

แล้วนั้น นักแปลที่เป็นมนุษย์ยังเป็นตัวเลือกที่ดีกว่าเนื่องจากมนุษย์มีความเข้าใจ

และสามารถถ่ายทอดความคิด ความรู้สึก และอารมณ์ได้ดีกว่า การศึกษานี้เสนอ

ว่านักแปลอาจท�ำงานร่วมกับ AI โดยใช้เครื่องมือเหล่านี้เพื่อแปลในขั้นตอนแรก

เพื่อความรวดเร็วและนักแปลเป็นผู้ตรวจสอบแก้ไขข้อผิดพลาดในการแปลโดย 

AI เพื่อความถูกต้องและแม่นย�ำ Lee (2023) น�ำเสนอว่าจากการที่ LLM เข้ามา
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มีบทบาทมากขึ้นเรื่อย ๆ ในอุตสาหกรรมการแปล จะท�ำให้อุตสาหกรรมการ

แปลก�ำลังเข ้าสู ่ยุคของการแปลที่จะไม ่จ�ำเป ็นต ้องมีมนุษย ์ เป ็นผู ้แปล 

(posthumanist translation) อีกต่อไปหรือไม่ และนักแปลอาจจะต้องผันตัว

ไปรับบทบาทอื่นในระดับที่สูงขึ้น เช่น ด้านการดูแลโครงการแปลขนาดใหญ่ใน

ภาพรวม (project management) การออกแบบค�ำสั่งให้ LLM แปลข้อความ

ออกมาได้ตรงกับวัตถุประสงค์ (prompt engineering)  หรือด้านการให้ค�ำ

ปรึกษาในโครงการข้ามวัฒนธรรม (cross-cultural project consulting)

 	 การศึกษานี้ได้วิเคราะห์ความเสี่ยงที่ผู้แปลภาษาอาชีพเผชิญหน้าจาก

การพัฒนาเทคโนโลยี large language model (LLM) พบว่าเทคโนโลยีนี้มี

ความสามารถในการแปลที่รวดเร็วและมีประสิทธิภาพ ซึ่งในอนาคตอาจท�ำให้ผู้

แปลภาษาอาชีพประสบกับความท้าทายดังต่อไปนี้

 	 1. ปริมาณงานแปลที่ลดลง

 	 ผู้ว่าจ้างจะใช้ LLM แปลเอกสารปริมาณมากได้อย่างรวดเร็วและมีค่า

ใช้จ่ายต�ำ่กว่าเมือ่เทียบกบัการจ้างนักแปลภาษามอือาชีพ ท�ำให้ผูว่้าจ้างและองค์กร

ต่าง ๆ อาจหันมาใช้เทคโนโลยีเหล่านี้มากขึ้น ส่งผลให้ความต้องการในการนัก

แปลลดลงและนักแปลมีรายได้ลดลง

 	 2. การด้อยคุณค่าทักษะ

 	 ความสามารถในการแปลภาษาที่หลากหลายได้อย่างรวดเร็วของ LLM 

อาจท�ำให้ทักษะการแปลของมนุษย์ถูกมองว่ามีค่าน้อยลง เนื่องจาก AI สามารถ

ท�ำงานได้ในเวลาทีน้่อยกว่าและมคีวามแม่นย�ำในระดับท่ียอมรบัได้ในหลายกรณี

 	 3. การแข่งขันที่เพิ่มขึ้น

 	 เทคโนโลยีการแปลอัตโนมัติท�ำให้การเข้าถึงบริการแปลภาษาง่ายข้ึน 

ซึ่งอาจน�ำไปสู่การแข่งขันที่สูงขึ้นระหว่างนักแปลอาชีพ กล่าวคือ นักแปลจะ

แปลภาษาง่ายขึ้นด้วยประสิทธิภาพการแปลของ LLM ท�ำให้นักแปลเหนื่อยล้า

น้อยลง สามารถรับงานได้มากขึ้น ส่งผลให้เกิดการแข่งขันมากขึ้นระหว่างนัก
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แปลด้วยกันทั้งด้านราคา คุณภาพ และความเร็วในการแปล

 	 4. การเปลี่ยนแปลงบทบาทของผู้แปล

 	 นักแปลอาจต้องเรียนรู ้และผันตัวไปท�ำงานด้านการตรวจสอบและ

แก้ไขการแปลที่เกิดจากเทคโนโลยีการแปลอัตโนมัติ แทนที่จะท�ำการแปลด้วย

ตนเองทั้งหมด

 	 อย่างไรก็ตาม การศึกษายังชี้ให้เห็นว่าเทคโนโลยี LLM ยังคงมีข้อจ�ำกัด 

เช่น การไม่สามารถเข้าใจบริบทที่ลึกซึ้งได้ ความกังวลเรื่องความแม่นย�ำในการ

แปลข้อความที่ซับซ้อน การให้ข้อมูลที่ผิดเพี้ยน และการรักษาความลับของ

ข้อมูล ซึ่งเป็นจุดที่อาชีพนักแปลยังคงมีบทบาทส�ำคัญ

ข้อเสนอแนะ

 	 เพื่อให้นักแปลสามารถปรับตัวและลดความเสี่ยงจากการพัฒนา

เทคโนโลยีเหล่านี้ นักแปลควรด�ำเนินการดังต่อไปนี้

	 1. การพัฒนาทักษะเฉพาะทาง

 	 นักแปลควรมีการพัฒนาทักษะในด้านเฉพาะทางที่เทคโนโลยียังไม่

สามารถทดแทนได้ เช่น การแปลเอกสารทีม่คีวามซบัซ้อน หรอืการแปลวรรณกรรม

ที่ต้องการความเข้าใจบริบททางวัฒนธรรมอย่างลึกซึ้ง

 	  2. การเรียนรู้อย่างต่อเนื่อง

 	 นักแปลควรมีการเรียนรู้และติดตามความก้าวหน้าของเทคโนโลยีอย่าง

ต่อเนื่อง เพื่อที่จะสามารถน�ำเทคโนโลยีมาใช้ในการท�ำงานร่วมกับมนุษย์ได้อย่าง

มีประสิทธิภาพ

 	 3. การปรับตัวเข้ากับเทคโนโลยี

 	 นักแปลควรใช้เทคโนโลยีเหล่านี้เพื่อเพิ่มประสิทธิภาพของการท�ำงาน 

เช่น การใช้ LLM เพื่อท�ำการแปลเบื้องต้น จากนั้นนักแปลท�ำการตรวจสอบและ

ปรับปรุงให้ได้คุณภาพที่ดีที่สุด
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 	  4. การรักษามาตรฐานจริยธรรม

 	  นักแปลและองค์กรที่เกี่ยวข้องควรมีการตั้งมาตรฐานจริยธรรมในการ

ใช้เทคโนโลยีการแปลเพื่อรักษาความลับของข้อมูลและความถูกต้องในการแปล

 	 การปรับตัวและการยอมรับการเปลี่ยนแปลงทางเทคโนโลยีจะช่วยให้

อาชีพนักแปลยังคงมีบทบาทส�ำคัญในอุตสาหกรรมการแปล และสามารถใช้

เทคโนโลยีเพื่อเสริมสร้างความสามารถและเพิ่มประสิทธิภาพในการท�ำงานต่อไป
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