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msfnniiinguszasdifieiinzsiunumuss Al lnaniw
e lvgy (LLM) Tunsudaniw Imag’qﬁﬂmmmmmiaLLazmmLﬁmﬁ'
orintusetnulaiiiuiyed Tas LM IdSumsfindusaedoyaun
winaluatene deanuanusedusemienlunisuszaiananiu
s5sumATIdenisula vhldAamsfienn LLM lunisuvaunniu nels
Aamufnafisatunisinuwnufiunuiveeserdndnula dudunis
Anwlagdiasigidelaiussvuasteidoiussvees LLM  Tunisuda
Fomnusgninnmilneuarindinguuisuiisufutnudadiiu
Wued nan13ANYIMUI Wl LLM azdiannusindwazanunsoulaniy
1nn31 100 nwldegneiivszdnsan uaidediannuineludewes
MIFNNAUANZEUYNETAIUSSTY AINATIIENEVNNNTEY  wAZAY
dhlsluvdunvesnuula msanwildindnisenives LLM wazauides
i LLm %a%muuﬂaﬁhjgﬂﬁmLwi@u'wL*’?’iaﬁa (hallucinations)

nuvadsnsddelamuioulunissnnistunuwladidudounay
Fosendau3un sadenssnuamunimnisudaliigan egnalsiniu ey
ann3aves LLM Tun1sanauudasgiemadilndunadendiudetu
16 Tngannglusuulamluiduimamnn msnwasuiedeiauoiuy
Trinudausumlaenmuyinueiamne g Sauiashwiaﬁm wazldia3osle
LLM wiewasuassuszansnmlunisieuy
Adnfny: lumanwvwalvg, NMsulalaelaaiusehvg, Annnnis
wUa, Unuvanywd, N15UBLnanan 18153y R
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Abstract

This study examines the role of Large Language Model
(LLM) Al'in translation, focusing on its capabilities and the potential
risks it poses to human translators. LLM, a form of artificial
intelligence trained on massive datasets across multiple languages,
has shown significant proficiency in natural language processing and
translation tasks. This has led to increased reliance on LLM for
translation across various professions, raising concerns about the
displacement of human translators. The study investigates the
advantages and disadvantages of LLM in translating texts between
Thai and English comparing to human translators. Despite the Al's
remarkable speed and ability to handle over 100 languages,
challenges remain in ensuring cultural appropriateness, linguistic
consistency, and contextual understanding. Additionally, the study
highlights the potential biases in Al outputs and the risk of
hallucinations—where Al generates plausible but incorrect
translations.

Human translators are found to have an edge in handling
complex, context-dependent tasks and maintaining high-quality
translations. However, LLM's ability to quickly produce translations
makes it a competitive alternative, especially for large-scale,
general-purpose translation tasks. The study concludes with
recommendations for translators to adapt by developing specialized
skills, embracing continuous learning, and leveraging Al tools to

enhance their work.
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Large language model (LLM) ﬁagﬂuuwﬁwaaﬂm@wszawﬁ
(artificial intelligence w3 Al) duduauaaeiiuyudasdunldly
w3nsdnsvieddlfidin Tneviluuds Al ﬁﬂgﬂﬁ@umﬁumﬁmﬁamwu
Anuansanelyvesysd Wy n15An esent Seusd widym
Fadula Wudu Toe LLM Ju Al Aiflanvasofieslunisusyanana
anwn Pagiudl LLM Aduifeald 16un ChatGPT w3 OpenAl Gemini
U89 Google Copilot ¥B9 Microsoft uag Claude ¥89 Anthropic Judu
33 LLM grilndedeyadeniudnnusmmaninunasing « fifleglugy
wuueaulatuarlunaientw shlvidanuaunsalndlifesivuyedlunis
Winlamnumng Usun warguuuun1sldnnw lag LLM awnsadasien
AUmNevedeny addeauiidenadestuuiunluniwiiiy
5330918 (natural language processing %39 NLP) na1i@ I%EULLUU
avenlumsneularugldnuiminlilldnudanmilouaumuniuimudase o
Pigluyedaunsaaununlanauiu Al lnensldnwsssunivseniw
wodiruldynaefiuluinysedriudsezanguassalunisdeansuslug
Flaidenmeimumeluladansaune (information technology %3 IT)
Usznananuazussnulunisiauiiiisadesfuniviuazdeninu
bigldanunsafumuazidfislayauazusniseng 9 e

LLM mmsmauauaqmmé]’aqmsﬁuaa;ﬁ%ﬁy’aé’ﬂuﬁuwmmsw%
winszivnuirnisfinseunguynmaninnan annsaulaniwain
mwlanwmidaduniwdu Jsfinnuniisesiusnnnit 100 amwvilan
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wazanunsaasudeyaanunaIu tonans vsewludauidevuines T
nsvdusazidladietu sudwmeumanuiiuiuanenansiiu 4 denae
(Brown et al., 2020; OpenAl, 2023; Maslej et al., 2024; SCB 10X, 2024,
OpenAl, n.d.; Mahidol University International College, n.d.) 538LM@§
Vi Heuly LLM Wiothelumsvhaudiintuethwiododunainnane
1013 luvaiferiunelrAnmnuinain LLM sads Al uuuudy 9
sgiihumimihuusywdldinnawiiliauswduiidedduyudluns
vimtidisng g fanamantosas envdwmaliAnnisienulmifivesadly
sy viewinseainsidndrsenilusumisnusing q fiflegifloansiunu
Yeeiheau fnseanisaiiussnuiesay 15 vieAndu 400 druau
ﬁaiangmmuﬁima Al a3 LLM Tuseninadee. 2016 — 2030
(Manyika & Sneader, 2018) Waza1nT189IUVOL Stanford University 919
fansdsnaudaiiuresauiilandsdisalag Ipsos lude.e. 2023
wuihgflideyavannuanseniniesas 57 a1 Al azABugULUUNS
ursswaninelula.d 2029 (Maslej et al, 2024) wagainng
1539904 Forbes Advisor nwuinglideyasesay 77 dauieadn Al ay
yhlvmnengydesumisnunielulia.e. 2024 (Haan, 2023) Gadeiiaia
ﬁawaLﬁmsﬁuﬁu;:iﬁﬁ’muéhumsLLiJamwm'%aﬁﬂLLUaLﬁziuLﬁsnﬁu
unanuiiiiauensimseianuidswesedniinula Tugai
LLM Lﬁfhmﬁuvm’1'vﬂ,uﬂ’15LL‘LJamﬂ%uLLazawﬁﬂﬁﬁﬁﬁmmé’aamsu’%ms
Fumsulaiiluly LM snndu Medilelmsuidoniauasfuanaud
uintufutnudasinnisdiuiwes LM wWisuiflsusasiaue
nspondmdvinuanazyanavilufiaulsluesnisulalonaisdg
LM viedd gatiuluimsulanmanmwinedunssanguiazan
mwdinqudunwilng Teefnwnmsmwes LM fiawnsodideld
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#sUNAAUNTERARYAN 9 Tunsualay LLM wagauansaly
mm’fﬁﬂﬁ@umﬁﬁl’ﬂﬂLLﬁs"L;Jﬁﬁﬂ%ﬁhﬂii@WLf]u{]ﬂaﬁ’aﬁﬁﬂﬁ@ﬁﬁmmﬁ
watenansdnaulald LLM lunsuladeanuvseenansinglaisndudes
flanuinisvesinuadidaldaie

o

1. Msulan1waie LLM wag machine translation

wiunanuiagasdnunsulaniudae LM Jundn udns
wlashewp3esiio machine translation (MT) Mduuseudiuniafisniu
Fosnanduiesmniidnvaznsvhanuiindeadatu

MT WHumalulad Al 5ﬂg°dwaﬁﬂﬁaamwumﬁm%’uLL‘Ua
fonnalasianiz maulaguuuuiianmsowatenuldedsnngian
awdadudnnvnislassaluilaglidesorfonisuvalaguyud
Freghe MT iduiifeuldiusgrunsuansie Google Translate Bl
waluladfidendn neural machine translation (NMT) 7ld8unuussuy
Annavedywd Jenuaninsolunisulares NMT finuadondsiu
ANEINISOVD LLM Wi NMT ﬁ?u;‘]ﬂaamwumlﬁammﬂamwﬂma
e lnegninaiensTiusudeyaduselen (parallel text) $1uuuN
NENTY UsEnaumetonuiunie (source text) Tunre i uay
Foauuanenie (target text) TuBnatwni Tdmatian1siseuives
i3S eszUURBNRiAes (machine learning) RIGEREV TR
ANNENTUSSERINMANYT 28 wazlassaseuselualuntwisuatuias
awitvng dumndulaiinzauanngiudeyadmiuuiazmiogen
vosUsgloanunanaddd  wadeadsussloalnilunitwitvunelagdn
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Sesdalanungbeinsaluazlassasianiwidarenislilanauming
assudennusiuaty Tuvasfimsudalae LLM defieifiu NMT suuuy
wﬁqmﬂﬂuuuﬁwﬁa;&ammmlmg’ﬁummnmsj dlevhmsuta LLM agdassn
Fomruduatu vhanudnlamnumnelagswesdonnuiaaadsa
DU UNLATANELNUSTEWINeAT 28 wazUselen adrsdemuudalu
Myndminglagananegiuuy Ydes wazAMumEzELRUUIUY
(Dokutech Translations, n.d.; Stefani, 2024)

2. ANUTIMEUBINITHUATENINA W INELaZNIYIBINg Y

nsudasgninaniwlnewazawdinguiduiesiivnuas
Fmesaevanetladosell

2.1 AMUlASIES 19NN
mwlnewarnrundnguiilassaiimishensalfuan

safusnn 3 Chomsky tausiuIAad i mnawiingriesuuuud
ARNYATINU LANAYDINITUANIDDNNIINTYIBALANA1SAULURLTR AR
Ypaurazn1¥ (Roberts, Watumull & Chomsky, 2023) winwlneagly
aauUseleawuulsesu-nsensst AdeiumMwdingy uslulaseasn
Awdanquazmes Seinsiulassadsluntninedlinied wu awn
TnefinisavUszsuldlaeiidvanusasrunseilsldidle wu Tuuselua
“néuazuy” fimsazUszsn “gndu (ugwil 1)” vise “nduvdedla” fnns
azUsesnu “gndu (ugwil 20 vie “nduluudn” Insazuszstu “gndu
(ygwil 3)” wilddinisasUsssiu 3 Usslondl Wuldioysud 1 2 uay
3 g %a;ﬁ%’umimmsaLﬁﬁﬂﬁﬂéﬂuﬁw

vananinwilnglifinsiuassasenined feildiAnaany
snﬂé"nnﬂ”LumiLLsmﬁflLLazsmﬁ%LLUaLﬁummé’aﬂqwlﬁasmgﬂé’m
wu Uselen “laaaseausolaainas” oravinlrduauauilalain “Rock

YONWSYDI

oooooooooooooooooo



the boat until it sways.” %50 laas 130 U 130 lAawAad (MAaaunis

wialne ChatGPT do Tagldimds ‘translate TnauSoauSelaaweas e
Juil 8 Sunau we. 2567) uwidndunssaseninedndu “la_as So
u_38 lranpae” azannsaulaldudnanuminenils fie “The ox
boarded the boat until it swayed.” (Magaun1siutalag ChatGPT do
Tngldeds ‘translate Ta a9 3o au 3o lnawnay Wetuil 8 e
W.A. 2567)

2.2 PUAANILALAINUNLNY

AUt e lnguazn e sanguiianuniigluwin
fu Fonadunszuufanieiausssuiivananety Wy a3l
Wi Tumwilveunfndr “uf” wneeude nvusildldveaman
dwsuuuarlidininagiainianle warliidudnuazumiomioe
WudnAIg WU winwarsenIwdl 2w wetun wdinguazldanii
“glass” mnedeneuzdnvaiivinanuduidy was “glass” Lyignld
Dudnvarualunmudingy weesmwiimiidaumneiuansm
WU suddnvazvsinsiinglifinnsldsmiuaiievstians
vf%aﬂé’lﬂmaﬁl’ﬂﬂLLasia,JﬁmiL‘Uﬁlaugﬂﬁm'%mLﬁaﬁaﬁqmanm GIRE
A3FuA1 war NS WImas, 2564) NMsulalvigniesdadesenfuaiy
wWlaluusuniduddny

2.3 FUANIULANA NI IAIUGTIN

mwriinnuduiuseg193ndafunusssufiasiouds
ANAT UTIINgIU waznsUURvesdean dudaseudilansdusenaunis
Sausssumaniiited enoannumnsaranuslaveeninuduat
Tunwndwingldegiegnies (Reif & Vermeer, 2014) Tuawilned
33é’fum’mL{‘JuﬁmqmsLLazmmqmwwmaizﬁw‘?}qﬁamimuﬁwmex n13



wlatemnuniladesng o waillunendingeeravinlaenn Wy Aasswng

viderawhe mwilneissuudasmunidudeulneasulunuiade
#1199 WU 918 anUENNEIAY wazANdITUS ST I RLar TS er
Feurugenu foghatu asnnayafiunszasildmasmunuiEonuud
uAnFsInNsTassiyafuase Asigulausiinasdunywdazuuald
sggndesninduazdeadlaviunmeiamusssuniuitonsuaianuidn
gopmaeiuNsAnwNsldaasneuain ‘asu’ Ay’ Ay’ g’ Iy
way Ve lunsulaissanssunedingulunwilve Guen Yay
84, 2551) ﬁflménﬁgﬂI%Lﬁaﬂwaﬂaa’mswmé’mm LU LA 818 ALY
wazANuAITUS YRR Usuenivensual Auidn uazvinuafvesy
o Tusnifinwdingeiuniadenlddiunneiududii Thanks’
%38 ‘Thank you’ w3snmsidenldvseldldmaseumian sir’ wse
‘madame’o1aagvioufsuiunitiumanisvieliiliunians vieasviou
Auainaunserinsgaunule
e Tunmsulanwanamivedunvsingy wagan
mwdanguuniwilng mnlslagdessaiia 2 o Aduindudes
flonazuualdognegndes widmiu LLM fianunsadlanisising
uazssnqusmdeniwdy o 1R Tawd deyaluvansmansvansuus
Asionvashlyl LLM I8uSsuayudauansadnanyimifunusaywusly
nsudala
3. FolaUsauves LLM lun1suia
3.1 anusvesnsula
Mnmsdmalasnsdunuaiinutasinndt 100 At
Adutihuuadaszluaufeinuasdnivihadlumienuiliuinisem
191 (language service providers #3© LSP) 3zﬁummmﬁﬁuu’mslmyjﬁ



Usgnaugsiamunisudaniyn nsad usnisusuillemimngauiu

TAIUEIIN AW LLazU‘%Umm;ﬂ%’mu’Luﬁaaﬁu (localization) LU N3
wlaiuled weundiadu wisereniwls Mswlamussenelaznindides
sy wuinhulawantuasnsaudatensld 2,000 - 6,000 Ase
Yu Fuegfumnudsuresifidng mndnadouwdaazedi 2,800 dvetu
LLaz‘fIﬂLLiJam%wﬁﬁUizaumiaigﬂmwi’m’wgmmmLuJaﬁi’J’amm
T¥daus 1,200 Ade 4,000 Adesu wieAndurnade 2,500 msoiu

dmfvatuiimsenisulansausnitdeldlainisnsiaaeuniugndes
PINIUDY NUAIILEINII18NIBDAUT UL BUNI BLAN LN 19 DIVBAIY

Y
4

LLazmmqumw‘%ammLﬁ?imﬁmzysuanr;@wa‘[,umam%ﬁ?u 9 AshUaag
THnanfiutudedosdinnsmaadeuanugndosuazudle uenaini
aru§1asnisulalasuyuddstueg funaluladdldlunisuva ns
dsnuidesar 825 vesliuinmssnunwildimeluladdioudad
Feninaudidiunisula (translation memory 3o T™M) dudu
weluladidiefnnumnevesd 18 vieUssloaiifuuainsudaliund
nnouulandsieu q ndualdlwdieanalumsininiontshua’
e o lneldutueiesdiotiomdesunswlathoreuiiines
%38 computer-assisted translation tool %38 CAT tool (Drugan, 2013;
Pacific International Translations, n.d.)
dlondmiaanizussfiuanuiivesnisudandaiiu
LLM wag NMT anansaudatenanssneananimisainiimsuvalaguyud
pg19n ImsAinwmudl LLM @nansaudan1wnsengy 1,000 Andu
M Iulalunar 592 il wavulaannwdu 1,000 Anduniwn
gangulaluiign 6.46 Ui (Jiang, 2023)
meladufinanervaguladndagdumealulad LLM



anusaudalashennudiiuyudldaunsails weudinudaszld TV

way CAT tool reuda Unulandinsasdasmsiadeunasdudunisula
uwiazen 28 weusslea wideulasemuasiiudulunsdiidn 28 wie
Uiﬂaﬂﬁ?uhiLﬂagmmamdawﬂw tunminedaarildlunisudadiuf
doniuay
3.2 awansalunmsdilaviunvestenudiula
LLM ansnsaffunumddauasifivdszdniamnisuda

RNCQIAT R TITIR Y ﬁaag‘dLLUUﬂigmuwﬂizawﬁﬁﬁmmLﬁﬁﬂﬁ]mwnﬁaqmﬂ
lﬁ%"umsﬁﬂNuLﬁmﬁ’m’J’agaﬁLﬂu%mmﬁhmummmﬂwmfmmsJ
w1 D8l LM lamnumnevesi Ustlon wasu3uvldodnednds
Tngudamuusun nande LLM lildudadisen waRa1sanusunves
Usgleauazionanslagsin  drelvuwdaldegegndeaniuanumneuay
%’ﬂmgmwumﬁmuﬁisuﬁLmﬂﬁmlﬁ anunsaad1elsslendilnaduuay
Wusssuvdlunwidmineg  aunsauSuwsalsivangtvanuivianiy
Wy Imnssuviselunaad [Wudu eliulateanuiamemalasgiei

Tuyuueavesaumnluiidesnsuvanwiuslindavieideivy
Awt 9 dstlontherhanssuneuneldlussdunisteny
a1150v09 LLM fianunsaviidasng o wantuldeeenidiedniduay
anaunsaudalaunnnin 100 AW SﬁaLﬂuﬁaﬁ'Lﬁummmmsmaqmwé
wiseuilawild Aeivinldaneufnaindlonisulaniwdie LM 1h
fldielagyaramluaylsifalddng shldAamauinazdauddy
vielsifisodtnsudalasuywd ddldnannnmiuasdaldiengani
4. anuvimeves LLM Tunisuda

4.1 AUAMNVBINITUUA

@ <)

wifinnannvesnisulaazdudesfidrAgyuazdndu udiens
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Dudessnitegimuninazlindnnslathdlunsussiiunaninueanis
ua Lﬁaamﬂé’fqaﬁmmLﬁuﬁLmmﬁmﬁuﬁgﬂuymaaﬁﬂLLﬂaLLazQﬂimﬁu
(Baker & Saldanha, 2009) American Society for Testing and Materials
Iovuasasgiunsuseiuaunmnisula ASTM F2575 - 14 standard
guide for quality assurance in translation Iuéauﬁamjw ;:imamﬁmu
wadsoradudinudaewieinuladnaundsfinuieufisudening
Uanemstuderudumaasiildudlaindornuvaemaiuasuday
auysal gneiee Lifinsudaiinandemnusiuatu uagldmdniianignia
I¥eghamnyauiiaenas 5ﬂﬁga;§mwLLﬁmuLuJaﬁqéwu%’ammﬂmamq
ﬁammlumwmuﬁm%ﬂqLﬁa@dﬁammﬂmamﬁuaamﬁaﬁwﬁ’amm
AU BIUBLAZEIDTU (ASTM International, 2023) @1 Linguistic
Data Consortium (NIST Multimodal Information Group, 2010)
Ieimuninasidmiuiagunmvssnisuladieinies (M) 13 2 dude
FupuedeInIw wazduauasuiiuiismeveniom uduinas
nsUssduifenthuldtuogiaunsuans deliiasdunisualas LLM
NMT vde ulalasaywd Undudaidesnslivssleninnauuladud
doumavimanuiiiaunin eidoneduyuuemotendninudadifos
dwouauifganmliginds firdenanislifinisiuusefununn
mawainuudatu q asfiauningauarnsmumnsguildanasiuly
Fefsnslfiaiesdiorioulanuiifimuauaziiinnsnisnunuannw
LLamJizLﬁuqmmwmammmaLﬁaﬁué'fud'mmmaﬁ?uﬁﬂzumwiuisé’uqq
ﬁqm LufideRanandte 9 fiwansdnuliiduiionndn (common pitfall)
(Drugan, 2013) mﬁmmﬂéﬁwammwmamwsuﬂaﬁ”’mﬂu?ﬁﬁLfJué’m‘ié’sJ
(subjectivity) Tuogfuaudoansvosiirdnsdesuie LsP wasdld

Y

Usn1s dnuvasduseakansliiuinnuesdianuaiuisanwilaniinig



wlamie MT use LLM usawidenindnulanbiivseaunisahilealaly

Fruprudnieniu Yastsy uazanufiomensiiieatestuidiondi
wa Nuudaiifinunnazdosdamugniomnaniwimans dauimny
aumnsiausssufungudine fanuaiiauersludunsdonlds
wazdusunuulunaeaistonu Benldsamemsldgniesiudnuae
nukla danudalauuazamisaouladila

PIMsANEINUIT Wl LLM 2zinanisuladiunysziiula
wiAgadeuianatanataUsens Wy nswlain wienswdaiildidu
533U (Feng et al., 2024) wazdslilanunsalvinadnsnisulalaeeiegn
doafiaplunsdifimauadosondeeumneuaniomidudon  vied
anueanasluAImInese I eauduskazdenuUanen1ads
SunullaUsELan translation-variant task (Zhang et al, 2023)
Fregradu nswlasnnuneainsiy wiedfiddnvasidunisidue
(pun) ﬁﬁmﬁ'm%qﬁ’uﬁw’v’aqgﬂﬁaﬁmL?m unadnuazienalasy
HANTENUIMNANUWANANYBITULUUNI TAIUETIU Y3BUTUNTDIADS
a1 GaorvhlitemuvanemsgaydenaAmuuiumenrwimans
s dausssuly Tunanssiuda LLM mmmLLUalﬁasjwqgﬂﬁaqiuawuﬁ
ANWAZALLINT %30 translation-equivariant task NA1AD VBAIUFUNIY
wazdornuuaemafianumneiiviiiy Wy ﬂﬂiLLﬂaﬁagaﬁLﬂu%’aLﬁm}%a
AN NSVARRIITINENEANT VSN sAuIMNNNAtinA1ans (Zhang
et al, 2023) muﬂszmwﬁﬁLLuﬂﬁuﬁﬁ]zlajﬁﬂggméhummgﬂéfawaq
AUNUY stwzlﬁﬁuagﬁuu%umwwaﬂwwﬂ

4.2 pudssii LLM %a%muwaﬁlﬂgﬂﬁmLLm'@Ju"]
Fefendeflondlunisuva

Haymiloradatuainnisudalae LLM Ao LLM Uszana
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msldnwvesuywd egdlsfioy LM Tusdoyaduuumamaunlid
andlgydniin (common sense) lidlafiauilulanuannnunduase (real
world knowledge) wilouuyee 1313sldanunsaviuelainlunisvinnu
199 LLM luuslazadsduasldnadnsiimauelu LLM fenmdesiiazatg
suuafiliigndeausiguidedie (hallucination) lunsdivesnisuva LLM
o1dlatoyauediluonuiiutasennlnesildlfidudiunises
donnuduaty  viselilinnuasandeuwazlilignnaifsdudeniny
Fuatiulay wisnemNaINsameanIwYes LLM fiannsaideunuugy
wuumslinmvesnudliogssenden vilideniui Al waianain
fuginipianuindefioognsnniuannsnarsligldnuidnluiesis
fomnuiinasenintugniodld uastmamsuvatiluldlnglsinsaaey
Snadatsonanelifnmudemeld (Bowker, 2024) Bnuszniawilifie
LLM p19azsiouaninisnuide e Wewd viiedudu 1 fidegludeya
7 LLM 4lunsiln (training data) Atilildmanennnadn LLM flenfimns
wavdeiderfusosndln udiinainensinaniidluuged uazayuidy
Haradoyadt Al THlunsiindudy (Castitho, 2024)

4.3 Jedfinlunsusvuianaves LLM

nsUszananaves LLM tieudadaninudumiady
fomnuvaremsludnauiniedafideiisondn tokenization wio
segmentation @amunefanisulsdruvesUszleaniedoniusanduy
miegoy 9 (token) lomsuszanana 1udin “dangthvynsou” &
Fuudnuse 15 dnuse 14 11 token uaz LLM usiazdinldinundniu
token AonaR1&a (prompt) Tuandneii i LLM fifamnuy GPT-4 2y

@

AU token INLUAY 32,000 token FevunefesnuIu token Y84
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ﬁﬁagaﬁﬂauﬁ’hiw,am’faaﬂaﬁ Al aoUNaU TIniuLazAesliAY 32,000
token Aans iguFds “translate Aaaztvynseu” 14 12 token Amay
299 LLM (ChatGPT 4o) f “Stir-fried Kale with Crispy Pork” 14 9
token sumaovuadu 21 token dmdunisdel LLM udadeanuil
(Fruanilae  https:/platform.openai.com/tokenizer lofuil 15
SunAN WA 2567) NN 32,000 token Wiy LLM 9193za5U g0
visedaternuiliduasiewihnisula ilknsuwaduarulanndery
fignasy go wiiednoen lulduanndernuduatuiovmn damaliae
azL%EJW'%’aﬁﬁaagaﬁﬁwﬁmmqashaa’mziaﬂéfgﬂLLUa (Deepchecks, 2023;
Alphanome.ai., 2023; Toolify, 2024) el LLM wlateninufisriiu
$1u token Admualianysallalld fudasradududioudstonny
senilusesdnrtonaediunituudulasenty  ovdwalidoni
wiavahuiulsdusunidusiotutudonnudiniu 9 visagayLdeuIUN
vteehs Aeiilinisudaves LLM fdefnaierfuanuaiaue 3
Fnuvadifiannudernagdounlateanulviavadiavewazidu
waspIieiulafndy LLM
4.4 anuddaiunsngaunistygn
Sefitetnaiiddalunisldom LM Tuihuamnaaends
vosdaya MIThwIANNEUNINISA1  Sadamsndaunedygsin 9
idesangldnusndudiodoudeyaiiield LLM Uszanana wazdeyads
nanfazgnidngszuunagldlunisiinues LLM lude §i1d19019
mmﬁqaa’jwﬁagaﬁL“’fJummé’mmmsﬁfl WU gRTeIMNTNIeNIINITNIT
wAn 0199z lnavenlunieunngludnouves LLM Augldsneduls
msutalay LLM Fonisuszinanaainyadids (algorithm) iile
Iinansuadidnanudafiozdamanisudaloigliviui dsoraiideRinnars



Tumsudamunlananlbithedu gldnuiimsaasununmuesnuwlai

wasewdediefnarmnadsouwiluliog Swmagldmuldléidnenm
Wlganefagmsaaeuauunnsestazuilvsuafanailunsdliienad
aruunmseslunisuafintu nusdadindnisndusedduimavei
ﬁm’mﬁmmvﬁmﬁmmﬁmmmLLazmam%ﬁ?u 9 TunisuAlunsaaniudn
pduflevanidssdefananaiioniatulinnian Wudeatufunisuda
Feugud dnuvatiuennasiifaadey (peer reviewer) vwithiinga
AAUAMAINYDINITUUATIQNA DIUALIAUAINAILLINTTIUNITUUS
uisiaiunsnsaaeunsuUaleuyusfdunszuaunisifldinauin
WutReafunuiledndnddulsziiuidesvesauiilunisuua
(Pacific International Translations, n.d.)
5. auvimevestinudaiidusgwd

5.1 Alganglunswia

Jadudnedrmilsiionadwmasonuninusinisudaife
alddrglunisula msudaonadielddenussias 0.09 noaansansy
(3.07 um) lUaudsdae 0.61 Aeaansansy (20.83 um) wevntay 20
AeAaNsansy (682.80 uv) lUaufmias 100 Aeaansansy (3,414.00
Um) al ST uaniUAasudl 30.14 U sle 1 neaansansy %uaevjﬁué’m’lm
Uinsiidvualag LSP usazsonazfoulydu 9 1wu anandenviaues
hulavemnuionngiuesnuiifesnsula (Marino, 2023) ginaned
fovtszanudrdnenadonldnisutalaglifialdseviedirldaeiign
nilaglsigavisnuuaifinunmisnudannsaneulangnsldenlsd
Wgaweudy  Feoradamnmsesniinisuvalagiinudaed  (Drugan,
2013) giinasneenaiuin LM ansnsauvaluseiuiseusulduas
Ligielganevilvsadulalidenlduinisvesinuda



5.2 anmsnniguazInlavesyuua

AuiesdTiAsTufusneLarialaiineinnns
awsefieaduszasnannuiliseudbenunBuiusiuazdinade
famsyeu Ssnnuniesdrnnnisldanewieldrnudndunaiuy
ﬂszﬂauﬁumwmLLsagﬂﬂuﬂ'ﬁLL‘LJadamaﬁaﬂsz?ﬁm%mﬂummﬂa
(Mao, 2022) saestiaseildwmariliuuanulfudas (underperformance)
LﬁaammwuwmﬁumuﬁmﬂLLﬁzéf@ﬂ‘i’fﬁM%gq Hnuvadasylneunfiula
miuay 5 - 6 Pty msinuisseiudussesnauuardmwe
loRuNMYBINISLUa (Pacific International Translations, n.d.) luvay
7 LM Talidesninlugdd

agalsfin ldermazasuldindnudanie LLM annseuvald
Tnglsififofionann Sadudesenfisddnlahamunmnisuadednuda
w3e LLM eglamilendiiu envasuldinnisulalasuysdmngduladl
mudmasiun ey Sausssukasinnudlaionflasulaidu
agefngenutasanulanndt LLM uslumenduiumndudaluladinanu
Feagiunsdernudemylumansvesnuwlavielildian
L*ﬁ'ﬂ,aLﬁamﬁ%uﬂaasmdmLLﬁﬁ%ﬁﬂﬁ%m’méfwwgﬂLLUaaaﬂm

a

agaliifinaunimsSengnitnisudalay LM Aduld Jeumes aalans

13 o L3

wazsRydy aanwaIUUY, 2565; Moneus & Sahari, 2024)
unasy

LLM e1amsnzAvauulatenansialy ansudadiuauunnd
Fosmsanusiagy Usevdn anguassamsnunwvesidenudlis
By egslsfinu LM fidedrinluiSesweseugnies A
Jusssumd uazmuaenadosivuiunuazimusssy Tnsanizlunis
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wadearudifianududeunsedinmuanizni 13053197197 84A13
A mveInIsulage vhlinsulalaeuywddalianudnduey vieouwd
nszviansuvalag LLM Asnafasnisnmsnsaaouuaznisuilulnesd

warwii11nsld LM i uiedesilelunisudavsae iy
UsEANSAINNITHER LLﬁaéwalsﬁmwmﬁfjﬁww%ammmmﬁiﬁﬁms
Funw enanerithudaldldvhauesiomadnsioll denvdenalss
thudaldneuunuanas wiedewihnuinnduielilarnouwuin
il (Bowker, 2024) au HJagtudalaildfinansfnuiidaauluussanin
wlae@ninfinasld LM Dwedesdlevrsuvanindesiiiods usens
Fieudesldtunansinwmelulad Al fidanulndidestu LLM dufide
NMT msdinwnwes Wang (2023) Fliiiuindnuvaendnsiuauanniinig
flaw NMT i@ Dear Translate Baidu Translate wae DeepL Translate
iedarsanauianaindiulieinsaluazdeldvianuntaldidiy
wivatinadudsliannsalindalfiededlomariinunlatmunlng
Lifinsesreseuiilesanuasinnisdnuninuin NMT luanansatenvue
thuvaluifivesnsliingea (ogical expressions) wagiifinudonsase
TonnusuatuuaznIsLUanLINevesAlsgnees (fidelity to the original
text and accurate translation of word meanings) &a7l NMT ananse
laandninularienissnusuwuunis (language style) wagldl NMT
arviladlumsudadennuiiugsianiedn  wimndununissanssy
waiiy dnulaiduuyuddadusidonitnindesnuyusiaudila
wazannIndevennuAn ANudEn uarensualldfind nsfnwiiaue
hudasavheuiuiu Al lngldiedessiomaniifiowtaludunauusn
LﬁamwmmL%‘:}LLaz{IﬂLLUaLﬂug’g’mwaauLLﬁlﬁUﬁi’J’aﬁmwamiuﬂmmaIm
Al Lﬁammgﬂéfamazmjuﬁw Lee (2023) thiaweina1nn1si LLM i



funumannauses q lugeamnssunisuda asvilvignanvnssuns

wafidudrgyavesnisudaiiayludndudeafiuyudidugfula
(posthumanist translation) 8nsioluniall wazinulaoazAeriudi
usuumumdulussdufigedu wu funsqualassniswasuslnglu
ATM53Y (project management) N58BNKUUAAI LLM wiadamin
poninlanseiuingusvasd (prompt engineering)  MsaRuNT3LAAN
Usnululasen1s9 i iausssu (cross-cultural project consulting)

miﬁﬂmﬁlﬁ%mswﬁmmL?iSQﬁQ’LLUaﬂwwﬂaﬁ%wLw%zy‘mﬁwmﬂ
msiaumalulad large language model (LLM) wuiwmaluladili
auaninsalunsuUafisinduaziuseansnm %ﬂiuau’mmawﬁﬂﬁ;g
wanwendwuszauiuanameselud

1. Usunasuuladianas

gl LM wdaenansuiunamnnliegnssinduazdinn
Tesmnidedisutumsiainudaneniieaidn VI NUAzeeANT
e q orunldneluladnariinnnty dwalirnudonisiunisin
uwUaanasiaztnuuaiisnelaanas

2. MINBYANANNYE

auaninsalunsulaneiivainvangldegnasinsives LLM
g1 liinwen1sulavesyedgnuasilAlosa losan Al @wnse
aulilunandidesniuasiauuiugilussiufivensulsluanensd

3. nsudeiuiiiua

weluladmsudadalud@ilinisdndusnisulaniwineiu
6'?}@a'1ﬂﬁ'ﬂ,ﬂq'mwziaﬁﬁ’uﬁqﬂ%uiwdwﬁﬂLLUam%W nanfe  Unuvaaz
wanwdeTudeUssaniamnsulaves LM vihldinudamiiosdn
Yowas awnsadueuldinniy  dmaliiAnnsuetusnndusywinan
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4. ﬂ’liL‘LJalEJuLL‘UaﬂUV]U’Wl‘UENQ’LLUa

Unudasradessuiuazdudiluinuiiunisnsiaaeuiag
wilanisutafiinenmaluladnmsuladalud®  uwnufiezyhnisudase
AUV

oeslsfmy nsaneddlifiuinnelulad LLM Sansdidasie
wu msliaansadilavsuniiandald mufnadesnnuuiugilunis
wlademuiidudou mﬂﬁ%gaﬁﬁmﬁau LAZNISSAWIANUAUVDY

o = @

foya Fudugaitedwinuvadsasdiunumdey
Jolauauu

WielddnulaaunsaUsufinaranaanudseannn sl
weluladwand Tnuvamssudunisselud

1. MINUINBLLANIZNI

Jnuvamsinisiauinezlugwaniznisiinaluladdaly
annsavaunuls Wy msulaenansiifianududou wensudanssanssy
fgsnsaandnlavummeausssuegnednds

2. miﬁauiasmsiaﬁaa

dnulamsiinisieusiasinnuanuiniviivesunaluladedng
soidles iioflazanmnsaimaluladunldlunshauimivayedliesng
Huszansnmw

3. msdsusniumalulad

Snuvansldineluladmaniifiofiudseansnmuasnisineu
wu sl LM ilevhmsudadesiu anduthudanisnsisaeuuas
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