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บทคัดย่อ
	 บทความนีม้วีตัถปุระสงคเ์พือ่เปรยีบเทยีบการทำ�งานของเครือ่งมอืพยากรณค์วามลม้เหลวทางการเงนิ โดยวธิทีีบ่ทความ
นี้รวบรวมมา ได้แก่ โลจิท โพรบิท การวิเคราะห์จำ�แนกประเภทหลายตัวแปร และโครงข่ายประสาทเทียม นอกจากนี้ยังได้สรุป
ข้อดีและข้อจำ�กัดรวมถึงลักษณะการพยากรณ์ของแต่ละวิธี และเปรียบเทียบประสิทธิภาพในการพยากรณ์ของวิธีดังกล่าวจาก
งานวิจัยที่เกี่ยวข้อง พบว่า เครื่องมือที่มีความยืดหยุ่นในการประยุกต์ใช้และง่ายต่อการทำ�ความเข้าใจและอธิบายจะเป็นแบบ
จำ�ลอง โลจทิและโพรบทิ ในสว่นของงานวจิยัทีต่อ้งการจำ�แนกหลายกลุม่หลายตวัแปร เครือ่งมอืทีเ่หมาะสมควรใชก้ารวเิคราะห์
จำ�แนกประเภทหลายตัวแปร และในงานที่มีความซับซ้อนมากขึ้นต้องการเทคนิคที่สูงหรือข้อมูลไม่เป็นเส้นตรงควรใช้โครงข่าย
ประสาทเทียม ซึ่งจะทำ�ให้การพยากรณ์มีประสิทธิภาพมากที่สุด

Abstract
	 This article aims to compare the principles of the financial distress prediction models.  The methods 
gathered in this article include Logit Probit, Multivariate Discriminant Analysis (MDA), and Artificial Neural 
Networks (ANN). In addition, the strengths and weaknesses of each method are summarized along with 
nature of the predictions of each method.  The forecasting efficiency of these methods is compared among 
the relevant research studies. The finding of the study reflected that the Logit and Probit models have the 
flexibility in application, as well as easy to understand and explain. For the research that identified several 
groups with a more complex multivariate variable, MDA is appropriate. Moreover, the ANN can predict most 
effectively a more complex method and non linear equations.

บทนำ�
	 ความล้มเหลวทางการเงิน คือ ปัญหาของบริษัทที่ไม่สามารถชำ�ระหนี้ได้ ซึ่งถือเป็นปัญหาสำ�คัญอย่างยิ่งสำ�หรับการ	
อยู่รอดและการดำ�เนินงานอย่างต่อเนื่องของธุรกิจ ความล้มเหลวทางการเงินอาจส่งผลทำ�ให้บริษัทถูกฟ้องล้มละลายได ้ ซึ่งจะ
กอ่ใหเ้กดิความเสยีหายอยา่งมากแกบ่รษิทัและผูม้สีว่นไดเ้สยี และสง่ผลกระทบตอ่ระบบเศรษฐกจิโดยรวมของประเทศได้ ความ
เสียหายเหล่านี้หากมีแนวโน้มเพิ่มขึ้นเรื่อยๆ จะถือเป็นความเสี่ยงของแต่ละบริษัท ดังนั้น เพื่อป้องกันความเสี่ยงที่จะเกิดขึ้น 	
ผู้ประกอบการและผู้มีส่วนได้ส่วนเสียจะต้องคาดการณ์หรือพยากรณ์เหตุการณ์ทางการเงินล่วงหน้าเพื่อป้องกันความเสียหาย  
โดยวิเคราะห์ความเสี่ยงโดยใช้อัตราส่วนทางการเงินเพื่อวิเคราะห์ลักษณะของบริษัท ทั้งนี้ แบบจำ�ลองการพยากรณ์ความ	
ลม้เหลวทางการเงนิจะเปน็เครือ่งมอืหนึง่ในหลายๆ เครือ่งมอืทางการเงนิทีจ่ะชว่ยสง่สญัญาณเตอืนภยัลว่งหนา้ เพือ่จะไดว้างแผน
แกไ้ขความลม้เหลวทางการเงนิของบรษิทั หรอืหลกีเลีย่งใหไ้ดร้บัผลกระทบนอ้ยทีส่ดุและเปน็แนวทางในการตดัสนิใจของผูบ้รหิาร 	
นักลงทุน เจ้าหนี้ ลูกหนี้ และลูกจ้าง 

เครื่องมือพยากรณ์ความล้มเหลวทางการเงิน
Financial Distress Prediction Methods
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	 เครื่องมือที่ใช้ในการพยากรณ์ความล้มเหลวทางการ
เงินในปัจจุบันที่มีความแม่นยำ�  และใช้อย่างแพร่หลาย คือ 	
โลจทิ โพรบทิ การวเิคราะหจ์ำ�แนกประเภทหลายตวัแปร  และ
โครงข่ายประสาทเทียม แต่ยังไม่สามารถสรุปได้ชัดเจนว่า
เครือ่งมอืหรอืแบบจำ�ลองใดสามารถพยากรณไ์ดอ้ยา่งแมน่ยำ� 
โดยงานวิจัยหลายชิ้นได้เปรียบเทียบเครื่องมือเพื่อหาความ
แม่นยำ�ของแต่ละแบบจำ�ลองในบริบทที่แตกต่างกันไป ได้แก่ 
Brooks และ Tsolacos (2003), Chancharat และ 
Chancharat (2011), Darrat และ Zhong, (2000), Rekba 
Pai, Annapoorani, และ Pai, (2004), Taffler, และ Tisshaw 
(1977) ซึง่ตา่งกใ็หค้ำ�ตอบทีไ่มช่ดัเจนวา่แบบจำ�ลองใดมคีวาม
แมน่ยำ�มากทีส่ดุ โดยงานวจิยับางชิน้ระบวุา่เครือ่งมอืทีม่คีวาม
แม่นยำ�สูง ได้แก่ โลจิท (Logit) ในขณะที่บางชิ้นระบุ โพรบิท 
(Probit) การวเิคราะหจ์ำ�แนกประเภทหลายตวัแปร (Multiple 
Discriminant Analysis) หรือโครงข่ายประสาทเทียม 
(Artificial Neural Network หรือ ANN) นอกจากนั้น มี	
ผู้เปรียบเทียบเครื่องมือพยากรณ์ทั้งสี่แบบและพบว่า โลจิท
โพรบิท การวิเคราะห์จำ�แนกประเภทหลายตัวแปร และ	
โครงข่ายประสาทเทียม สามารถพยากรณ์แม่นยำ�ทั้ง 1 ปี	
ก่อนล้มเหลว และ 3 ปีก่อนล้มเหลว (Lin, 2009) ในการนี้จะ
เห็นได้ว่า งานวิจัยที่ผ่านมาเปรียบเทียบเครื่องมือพยากรณ์
ความล้มเหลวทางการเงินหลายรูปแบบ และหลายบริบท ซึ่ง
งานวิจัยบางชิ้นก็มีผลการศึกษาที่สอดคล้องกัน และบางชิ้นก็
มผีลการศกึษาทีข่ดัแยง้กนั เนือ่งจากเครือ่งมอืในการพยากรณ์
ทั้งสี่แบบมีลักษณะแตกต่างกัน และมีทั้งข้อดีและข้อจำ�กัดที่
แตกตา่งเชน่เดยีวกนั ดงันัน้ การทราบถงึลกัษณะแตกตา่ง และ
ข้อดีข้อจำ�กัดของแต่ละเครื่องมือจะช่วยให้ผู้วิจัยสามารถ
ประยุกต์ใช้เครื่องมือดังกล่าวในการพยากรณ์ความล้มเหลว
ทางการเงินได้เหมาะสมยิ่งขึ้น
	 การศึกษาครั้งนี้มีวัตถุประสงค์เพื่อศึกษาเปรียบเทียบ
วธิกีารพยากรณข์องเครือ่งมอืพยากรณท์างการเงนิ เพือ่เลอืก
เครื่องมือพยากรณ์ทางการเงินที่มีประสิทธิภาพเหมาะสมกับ
ข้อมูลของนักวิจัย ทั้งนี้ งานวิจัยนี้จะนำ�เสนอ 5 ส่วน คือ ส่วน
ที่ 1 บทนำ� กล่าวถึงที่มาและความสำ�คัญ ส่วนที่ 2 นำ�เสนอ
เกี่ยวกับวิวัฒนาการของเครื่องมือพยากรณ์ทางการเงิน รวม
ถงึงานวจิยัทีเ่กีย่วขอ้งกบัเครือ่งมอืพยากรณท์างการเงนิทัง้ใน
ประเทศและตา่งประเทศ สว่นที่ 3 เปรยีบเทยีบวธิกีารทำ�งาน
ของเครื่องมือพยากรณ์ทางการเงินแต่ละรูปแบบ ส่วนที่ 4 
เปรียบเทียบข้อดีข้อจำ�กัดของเครื่องมือพยากรณ์ทางการเงิน
แต่ละรูปแบบ และส่วนที่ 5 สรุปภาพรวมจากการศึกษา

เครื่องมือพยากรณ์ความล้มเหลวทางการเงิน
	 1.	 แบบจำ�ลองโลจทิ (Logit Model) เริม่มกีารศกึษา
ในปี 1980 โดย Ohlson (1980) ซึ่งใช้แบบจำ�ลองโลจิท	
วิเคราะห์ข้อมูลที่ตัวแปรตามเป็นตัวแปรเชิงคุณภาพ 2 ทาง
เลือก (Binary Response) เช่น เกิดเหตุการณ์และไม่เกิด
เหตุการณ์ เป็นต้น ซึ่งค่าประมาณของตัวแปรตามจากแบบ
จำ�ลองจะเป็นค่าความน่าจะเป็นของการเกิดเหตุการณ์โดย	
มีค่า 0 - 1 ทั้งนี้ การประมาณแบบจำ�ลองจะใช้วิธีความน่า	
จะเป็นสูงสุดแทนวิธีกำ�ลังสองน้อยที่สุด (Ordinary Least 
Square: OLS) รูปทั่วไปของแบบจำ�ลองโลจิท คือ
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	 2.	 แบบจำ�ลองโพรบิท (Probit Model) เริ่มมีการ
ศึกษาในปี 1984 โดย Zmijewski (1984) ซึ่งใช้แบบจำ�ลอง
โพรบิทวิเคราะห์ข้อมูลที่ตัวแปรตามเป็นตัวแปรเชิงคุณภาพ 	
2 ทางเลือก (Binary Response) เช่นเดียวกับแบบจำ�ลอง	
โลจิท โดยมีการแจกแจงความคลาดเคลื่อนเป็นแบบปกติ 

	 Pr (failure)	 =	

	 3.	 การวิเคราะห์จำ�แนกประเภท (Multiple 
Discriminant Analysis) เริ่มมีการศึกษาในปี 1968 โดย 
Altman (1968) เป็นเทคนิคการวิเคราะห์ที่เหมาะสำ�หรับ
ตัวแปรอิสระหลายตัวที่อยู่ในรูปตัวเลขหรืออัตราส่วน โดยใช้
ในการทำ�นายตัวแปรตามที่เป็นตัวแปรกลุ่มหรือตัวแปรจัด
ประเภท (Categorical Variable) อาจเปน็ตวัแปรจดัประเภท
แบบ 2 กลุม่หรอืมากกวา่กไ็ด ้นอกจากนี ้การวเิคราะหจ์ำ�แนก
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ประเภทยงัสามารถพยากรณก์ารเขา้สูก่ลุม่ของขอ้มลูใหมด่ว้ย 
โดย Altman (1968) ได้คิดค้นเพิ่มขึ้นใหม่ ซึ่งทั้งหมดจะผ่าน
การคัดเลือกอีกครั้งเพื่อกำ�หนดตัวแปรที่ดีที่สุดที่สามารถใช้
คาดการณค์วามเปน็ไปไดท้ีบ่รษิทัจะถกูฟอ้งลม้ละลายไดอ้ยา่ง
ถูกต้อง โดยแบบจำ�ลองที่ได้ คือ
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	 4.	 โครงข่ายประสาทเทียม (Artificial Neural 
Network หรอื ANN) เริม่ศกึษาในป ี1994 โดย Wilson และ 
Sharda (1994) เป็นโครงข่ายที่มีรูปแบบโครงสร้างและการ
ทำ�งานของการประมวลผลเหมือนกับสมองมนุษย์ ซึ่งมีความ
สามารถเรยีนรูป้รบัเปลีย่นตนเองตอ่การตอบสนองของขอ้มลู
นำ�เข้าได้ดี ซึ่งโครงข่ายประสาทเทียมประกอบไปด้วยหน่วย
ประมวลผล เรียกว่า นิวรอน (เซลล์ประสาท หรือ Neuron) 
โดยการทำ�งานจะนำ�ข้อมูลนำ�เข้าคูณกับค่าน้ำ�หนักประสาท 
(Weight) ของแต่ละขา ทุกๆ ขาของเซลล์ประสาทจะนำ�ผลที่
ไดจ้ากขอ้มลูนำ�เขา้รวมกนัแลว้เทยีบกบัคา่มาตรฐานทีก่ำ�หนด
ไว้ จากนัน้เซลลป์ระสาทกจ็ะสง่ผลลพัธไ์ปยงัขอ้มลูนำ�เขา้ของ
เซลล์ประสาทอื่นๆ ที่เชื่อมกันในโครงข่ายประสาท สามารถ
แสดงระบบโครงข่ายประสาทเทียมดังภาพที่ 1

ภาพที่ 1 โครงข่ายประสาทเทียม
ที่มา: Chen และ Du (2009)            

งานวิจัยที่เกี่ยวข้อง
	 การศึกษาเกี่ยวกับตัวแบบการพยากรณ์ภาวะความ	
ล้มเหลวทางการเงินเพื่อเป็นสัญญาณเตือนภัยทางการเงินมี
การศึกษาและพัฒนาอย่างต่อเนื่องตลอดเวลา โดยมีการใช้
เทคนิคการวิเคราะห์จำ�แนก (Altman, 1968) ประเภทโลจิท 
(Ohlson, 1980) และโพรบิท (Zmijewski, 1984) ซึ่งวิธี	
โพรบิทคล้ายกับวิธีโลจิท แต่ซับซ้อนกว่าและมีประสิทธิภาพ
ในการพยากรณ์ความล้มเหลวเช่นกัน (Chava, Stefanescu, 
& Turnbull,  2006) ต่อมาในปี 1994 Wilson และ Sharda 
(1994) ได้แนวคิดโครงข่ายประสาทเทียมจาก Artificial 
Intelligence (AI) หมายถงึ กระบวนการในการเลยีนแบบการ
ใชเ้หตผุล โดยจะมคีวามสามารถในการจดจำ�และนำ�มาใชจ้าก
ประสบการณ์ ซึ่งงานวิจัยที่ศึกษาโดยใช้โครงข่ายประสาท
เทยีมในการพยากรณค์วามลม้เหลวทางการเงนิ ไดแ้ก ่Brooks 
และ Tsolacos (2003), Carvalhal และ Ribeiro (2007), 
Darrat และ Zhong (2000) โดยนักวิจัยเหล่านี้พบว่า 	
โครงข่ายประสาทเทียมมีประสิทธิภาพในการพยากรณ์
ทางการเงิน
	 ในต่างประเทศมีการศึกษาโดยพยายามเปรียบเทียบ
เครือ่งมอืพยากรณใ์นหลากหลายรปูแบบ เชน่ Aziz, Emanuel, 
และ Lawson (1988) ได้เปรียบเทียบความแม่นยำ�ในการ
พยากรณ์ของแบบจำ�ลองที่ได้จากการศึกษาด้วยเทคนิค
วิเคราะห์แบบจำ�แนกประเภทและวิธีวิเคราะห์แบบโลจิทโดย
ใช้อัตราส่วนกระแสเงินสดเป็นตัวแปรในการศึกษา ผลการ
ศึกษาพบว่า แบบจำ�ลองที่ได้จากทั้งสองวิธีมีประสิทธิภาพใน
การพยากรณ์ทัดเทียมกัน แต่ Morris (1997) พบว่า แบบ
จำ�ลองทีไ่ดจ้ากวธิวีเิคราะหจ์ำ�แนกประเภทมปีระสทิธภิาพใน
การพยากรณแ์มน่ยำ�กวา่แบบจำ�ลองทีไ่ดจ้ากวธิวีเิคราะหแ์บบ
โลจทิ  ตอ่มา Charitou, Neophytou, และ Charalambous 
(2004) ดำ�เนินการศึกษาทดสอบการพยากรณ์ใช้วิธีการ
วิเคราะห์ Neural Networks และโลจิท และพบว่า ทั้งสอง
วิธีให้ผลในการพยากรณ์สูงในระยะเวลา 1-3 ปี ดังนั้น แบบ
จำ�ลองทัง้สองแบบนีส้ามารถเชือ่ถอืไดว้า่สามารถเปน็ทางเลอืก
สำ�หรับการทำ�นายการล้มละลายในการใช้งานในทางปฏิบัติ 
จากนั้น (Rekba Pai, Annapoorani, & Pai, 2004) ได้ศึกษา
เปรียบเทียบระหว่างตัวแบบในการพยากรณ์ภาวะความ	
ล้มเหลวที่ได้จากเทคนิคการวิเคราะห์จำ�แนกประเภทกับ	
โครงข่ายประสาทเทียม และพบว่าวิธีการวิเคราะห์จำ�แนก
ประเภทสามารถพยากรณ์ได้ดีกว่าวิธีโครงข่ายประสาทเทียม 
ทั้งนี้ Canbas, Cabuk, และ Kilic (2005) ได้ศึกษาเพื่อ
พยากรณ์ความล้มเหลวของธนาคารพาณิชย์ในประเทศตุรกี 
ผลการศกึษาพบวา่ แบบจำ�ลองวเิคราะหจ์ำ�แนกประเภทหลาย
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ตัวแปรมีความแม่นยำ�ในการพยากรณ์สูงสุด รองลงมา คือ 
แบบจำ�ลองโลจทิ และแบบจำ�ลองโพรบทิ ตามลำ�ดบั โดยความ
แม่นยำ�ในการพยากรณ์จะมากที่สุดเมื่อใช้พยากรณ์ล่วงหน้า 
1 ปีก่อนที่กลุ่มตัวอย่างจะล้มเหลวและความแม่นยำ�จะลดลง
เมื่อใช้พยากรณ์ล่วงหน้ามากกว่า 1 ปี นอกจากนี้ มีผู้เปรียบ
เทียบเครื่องมือพยากรณ์ทั้งสี่แบบ และพบว่า โลจิท โพรบิท 
MDA และ ANN สามารถพยากรณ์แม่นยำ�ทั้ง 1 ปีก่อนล้ม
เหลว และ 3 ปีก่อนล้มเหลว แต่เมื่อเปรียบเทียบแบบจำ�ลอง
ที่มีตัวแปรที่แตกต่างกัน พบว่า โพรบิทมีความยืดหยุ่นและ	
มีประสิทธิภาพสูงในการพยากรณ์มากกว่าเครื่องมืออื่นๆ 	
(Lin, 2009) 
	 จากงานวิจัยในต่างประเทศที่มีการเปรียบเทียบ	
เครื่องมือในหลายรูปแบบ จะพบว่า ยังมีผลการศึกษาทั้ง
สอดคลอ้งกนัและขดัแยง้กนั ทำ�ใหไ้มส่ามารถสรปุไดช้ดัเจนวา่
เครื่องมือใดมีประสิทธิภาพในการพยากรณ์ความล้มเหลว
ทางการเงินมากที่สุด สำ�หรับในประเทศไทย พบว่า มีผู้สนใจ
ศึกษาเกี่ยวกับการพยากรณ์การอยู่รอดจำ�นวนมาก แต่
เปน็การศกึษาในวสิาหกจิขนาดใหญ่ เชน่ ธนาคาร สถาบนัการ
เงินหรือบริษัทขนาดใหญ่ในตลาดหลักทรัพย์ คือ วิศิษฐ์ 	
ลิ้มสมบุญชัย (2542) พยากรณ์บริษัทเงินทุนและบริษัท	
เงินทุนหลักทรัพย์โดยใช้แบบจำ�ลองโลจิทและ MDA โดย	
ผลการศึกษาพบว่า แบบจำ�ลองทั้งสองแบบสามารถใช้
พยากรณ์ทางการเงินได้ผลแม่นยำ�เท่าเทียมกัน รวมถึง	
ผลาทิพย์ เติมสุขนิรันดร (2543) ได้เปรียบเทียบแบบจำ�ลอง
โลจิท และโพรบิท พบว่า มีความแม่นยำ�ร้อยละ 88 และ 87 
ตามลำ�ดบั นอกจากนี้ ปานรดา  พลิาศร ี(2554) ใช ้MDA และ

โลจทิในการพยากรณ ์และพบวา่ โลจทิมคีวามแมน่ยำ�มากกวา่ 
MDA ซึง่ขดัแยง้กบัการศกึษาของขนษิฐา นราวริยิะกลุ (2545) 
ที่พบว่า MDA มีความแม่นยำ�กว่าแบบจำ�ลองโลจิท จึงสรุป	
ได้ว่า งานวิจัยยังให้ผลที่ไม่สอดคล้องกัน และยังไม่สามารถ	
ชี้ชัดเจนว่าแบบจำ�ลองใดมีความแม่นยำ�สูง 

เปรียบเทียบลักษณะของ 4 แบบจำ�ลอง
	 วิธีการวิเคราะห์แบบโลจิท และโพรบิทจะมีลักษณะที่
คล้ายกัน เพราะเป็นแบบจำ�ลองที่อยู่ในรูปความน่าจะเป็น	
เช่นเดียวกัน แต่โลจิทจะมีความซับซ้อนของสมการและ	
ขั้นตอนของแบบจำ�ลองน้อยกว่าโพรบิท รวมถึงการใช้งานที่
ง่ายกว่า แต่มีประสิทธิภาพในการพยากรณ์ใกล้เคียงกัน และ
มคีวามคลา้ยกบัแบบจำ�ลองทีเ่ปน็วธิวีเิคราะหจ์ำ�แนกประเภท
หลายตวัแปร (MDA) คอืทัง้สามแบบจำ�ลองเปน็การนำ�ตวัแปร
อิสระมาถ่วงน้ำ�หนักเพื่อคำ�นวณหาค่า Z-score แต่ค่า 
O-score ของโลจิท และโพรบิทจะอยู่ในรูปของความน่า	
จะเป็นที่ธุรกิจจะล้มเหลว แต่วิธีวิเคราะห์จำ�แนกประเภท
หลายตัวแปรจะอยู่ในรูปของสัมประสิทธิ์ สำ�หรับโครงข่าย
ประสาทเทียมจะแตกต่างจากทั้งสามวิธ ี คือ เป็นการเรียนรู้
ข้อมูลโดยการปรับน้ำ�หนักของแต่ละโหนดเพื่อให้ค่า
ความคลาดเคลื่อนเฉลี่ยต่ำ�ที่สุด แต่โครงข่ายประสาทเทียม 
สามารถทำ�งานได้ดีกว่าแบบจำ�ลองอื่นๆ ในข้อมูลที่ไม่เป็น	
เส้นตรง นอกจากนี้ แบบจำ�ลองโลจิท และโพรบิทจะใช้จุดตัด
ที่ 0.05 เหมือนกัน แต่ MDA จะมีจุดตัดแบ่งเป็นสามช่วง ใน
ส่วนของโครงข่ายประสาทเทียมจะแตกต่างจากกลุ่มอื่นๆ คือ 
ไม่สามารถบอกได้ชัดเจน ดังแสดงในตารางที่ 1 ดังนี้

ตารางที่ 1 เปรียบเทียบแบบจำ�ลองที่ใช้พยากรณ์ความล้มเหลวทางการเงิน

หลักการทำ�งาน โลจิท โพรบิท วิเคราะห์จำ�แนกประเภท

หลายตัวแปร

โครงข่ายประสาทเทียม

ค่า β ค่าความน่าจะเป็น ค่าความน่าจะเป็น ค่าสัมประสิทธิ์ ค่าน้ำ�หนัก

ค่าจุดตัด

การแบ่งกลุ่ม

•	 ค่ามากกว่า 0.05 	

อยู่กลุ่มไม่ล้มเหลว

•	 ค่ามากกว่า 0.05 	

อยู่กลุ่มไม่ล้มเหลว

•	 ค่าน้อยกว่า 1.1 	

จะเกิดภาวะล้มเหลว

•	 ไม่สามารถทราบค่าจุดตัดโดยโมเดล	

จะจัดกลุ่มให้ตามค่าน้ำ�หนัก

น้อยกว่า 0.05 

อยู่ในกลุ่มล้มเหลว

น้อยกว่า 0.05 

อยู่ในกลุ่มล้มเหลว

•	 ค่า 1.1 -2.6 อยู่ในช่วง

น่าสงสัยมีโอกาสล้มเหลว

สูง

มากกวา่ 2.6 หมายถงึ ไมเ่กดิ

ภาวะล้มเหลว

ที่มา: จากการวิเคราะห์และเรียบเรียงโดยผู้วิจัย
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ข้อดีและข้อจำ�กัดของแต่ละเครื่องมือพยากรณ์
	 เครื่องมือในการพยากรณ์ทั้ง 4 แบบจำ�ลองจะมีข้อจำ�กัดที่แตกต่างกัน โดยวิธีการจำ�แนกประเภทหลายตัวแปรจะเป็น
แบบจำ�ลองที่เหมาะกับข้อมูลที่มีหลายกลุ่มหลายตัวแปร ส่วนแบบจำ�ลองโลจิทและโพรบิท มีลักษณะของรูปแบบจำ�ลอง	
คล้ายกัน สำ�หรับโครงข่ายประสาทเทียมจะเป็นแบบจำ�ลองที่พัฒนาเลียนแบบสมองคน ซึ่งเหมาะสมในการนำ�ไปประยุกต์ใช้กับ
ขอ้มลูทีไ่มเ่ปน็เสน้ตรง เพราะจะสามารถเรยีนรูล้กัษณะการเปลีย่นแปลงของขอ้มลูและสามารถพยากรณแ์มน่ยำ� ดงัรายละเอยีด
ในตารางที่ 2

ตารางที่ 2 เปรียบเทียบข้อดีและข้อจำ�กัดของแต่ละเครื่องมือพยากรณ์

เครื่องมือ ข้อดี ข้อจำ�กัด

โลจิท 1.	 สะดวกง่ายต่อความเข้าใจ
2.	 ให้ผลการพยากรณ์ที่ดีถ้าความสัมพันธ์

ของตัวแปรเป็นแบบเชิงเส้น

1.	 ใช้ได้เฉพาะสมการที่เป็นเส้นตรง
2.	 อธิบายตัวแปรเป็นรูปแบบความน่าจะเป็น

โพรบิท 1.	 สะดวกง่ายต่อความเข้าใจ
2.	 ให้ผลการพยากรณ์ที่ดีถ้าความสัมพันธ์

ของตัวแปรเป็นแบบเชิงเส้น

1.	 ใช้ได้เฉพาะสมการที่เป็นเส้นตรง
2.	 อธิบายตัวแปรเป็นรูปแบบความน่าจะเป็น

วิเคราะห์
จำ�แนกประเภท
หลายตัวแปร

1.	 สามารถอธิบายตัวแปรที่มีหลายกลุ่มและ
หลายตัวแปรได้ดี

2.	 ให้ผลการพยากรณ์ที่ดีถ้าความสัมพันธ์
ของตัวแปรเป็นแบบเชิงเส้น

1.	 ใช้ได้เฉพาะสมการที่เป็นเส้นตรง

โครงข่าย
ประสาทเทียม

1.	 มีความยืดหยุ่นสูง 
2.	 สามารถใช้ในตัวแปรที่ไม่เป็นเส้นตรง
3.	 มีความสามารถเรียนรู้ข้อมูลได้สูงสามารถ

นำ�ไปใช้ได้หลากหลาย
4.	 ใช้ในข้อมูลที่มีความซับซ้อนสูง (ข้อมูล

กระจายหลากหลายรูปแบบและมีการ
เปลี่ยนแปลงหลายทิศทาง) ได้

1.	 อธิบายความสัมพันธ์ตัวแปรเป็นสมการอย่างง่าย
ได้ยาก

2.	 ต้องทราบตัวแปรที่แน่นอนก่อนนำ�ไปใช้ในแบบ
จำ�ลอง

3.	 มีความซับซ้อน (หลักการทำ�งานของ ANN และ
การประเมินผลหลายขั้นตอน) มากกว่า  โลจิท 
โพรบิท และการวิเคราะห์จำ�แนกประเภท	
หลายตัวแปร

4.	 ไม่มีหลักการในการกำ�หนดโครงสร้างของ	
โครงข่ายประสาทเทียมที่ชัดเจนเช่น จำ�นวนชั้น
ซ้อน จำ�นวนโหนดในแต่ละชั้นซ้อน รูปแบบการ
เรียนรู้ หรือฟังก์ชันกระตุ้นที่เหมาะสม

ที่มา: จากการวิเคราะห์และเรียบเรียงโดยผู้วิจัย
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	 การวเิคราะหแ์บบโลจทิและโพรบทิเปน็การหาคา่ความนา่จะเปน็ในการเกดิการลม้เหลวทางการเงนิ อาจแตกตา่งกนัเพยีง
รปูแบบสมการทีน่ำ�มาใชใ้นการวเิคราะห ์รวมถงึโพรบทิจะมสีมการในการคดิทีซ่บัซอ้นกวา่ คอื จะนำ�ความถีข่องขอ้มลูมาพจิารณา
ร่วมด้วย และมีข้อสมมติฐานการแจกแจงแบบปกติ แต่โลจิทไม่ต้องมีข้อสมมติในเรื่องการแจกแจงปกติของตัวแปรหลายตัวและ
ความเทา่กนัของเมตรกิซค์วามแปรปรวนรว่มของตวัแปรอสิระของแตล่ะกลุม่ตวัแบบจงึงา่ยตอ่การเขา้ใจ โดยทัง้สองวธิจีะมกีาร
ตีความหรืออธิบายตัวแปรในรูปของความน่าจะเป็น ซึ่งจะตีความได้ยากกว่าในรูปของสัมประสิทธิ์ ซึ่งสำ�หรับข้อดีของสองแบบ
จำ�ลองนี้ คือ จะเป็นตัวแบบที่สามารถเลือกปัจจัยในการพยากรณ์ได้ โดยดูจากความสัมพันธ์ของตัวแปร และความสามารถใน
การอธิบายของตัวแปรนั้นๆ 
	 ในขณะทีว่ธิกีารวเิคราะหแ์บบจำ�แนกประเภทเปน็เทคนคิทีเ่หมาะสำ�หรบัการใชต้วัแปรอสิระหลายตวัในการทำ�นายตวัแปร
ตาม โดยการหาวา่คา่เฉลีย่ของตวัแปรอสิระแตล่ะกลุม่มคีา่เทา่กนัหรอืไม่ ใชก้ารทดสอบนยัสำ�คญัทางสถติเิปน็การทดสอบระยะ
หา่งระหวา่งคา่เฉลีย่ของคะแนนจำ�แนกของแตล่ะกลุม่ ทำ�ใหไ้ดฟ้งักช์ัน่การจำ�แนกไวอ้ธบิายวา่สามารถจำ�แนกกลุม่ใดดว้ยตวัแปร
ใด การวเิคราะหว์ธินีีน้อกจากจะสามารถจำ�แนกระหวา่งกลุม่ไดอ้ยา่งสงูสดุแลว้ ยงัสามารถบอกประสทิธภิาพวา่ตวัแปรใดจำ�แนก
ได้ดีมากน้อยกว่ากัน 
	 ในส่วนโครงข่ายประสาทเทียมนั้น ผู้วิจัยจะต้องทราบตัวแปรที่เหมาะสม หรือทำ�การทดสอบความสัมพันธ์ของตัวแปร	
นัน้ๆ กอ่นทีจ่ะทดสอบในโครงขา่ยประสาทเทยีม เพราะในแบบจำ�ลองนีจ้ะเปน็การเรยีนรูล้กัษณะของขอ้มลูวา่ขอ้มลูในลกัษณะ
ใดที่จะจัดว่าเป็นบริษัทล้มเหลว และกลุ่มใดที่ควรเป็นบริษัทที่อยู่รอด โดยข้อมูลที่นำ�มาใส่ในแบบจำ�ลองนั้นต้องเป็นข้อมูลที่ดี 
คือ ข้อมูลที่ผ่านการทดสอบความสัมพันธ์ว่าเป็นตัวแปรที่ส่งผลต่อการล้มเหลวจริง และตรวจสอบว่าข้อมูลเหล่านี้ไม่มีปัญหา
ตวัแปรมคีวามสมัพนัธก์นัเอง (Multicollinearity) และปญัหาความแปรปรวนของคา่ความคลาดเคลือ่น (Heteroscedasticity) 
ไมเ่ชน่นัน้ แบบจำ�ลองนีจ้ะทำ�การเรยีนรูแ้บบผดิๆ และสง่ผลตอ่การนำ�ไปใชท้ีอ่าจเกดิความผดิพลาดได้ นอกจากนัน้ แบบจำ�ลอง
นีย้งัมคีวามยากในการทีจ่ะอธบิายขอ้มลูออกมาเปน็ในรปูแบบสมการอยา่งงา่ย เพราะโครงขา่ยประสาทเทยีมมคีวามซบัซอ้นใน
การทำ�งาน ซึ่งเป็นการส่งข้อมูลเข้าไปในแบบจำ�ลอง และแบบจำ�ลองจะประมวลผลหาค่าน้ำ�หนักของแต่ละโหนด จากนั้นก็
เรียนรู้เพื่อจะจดจำ�ลักษณะที่บ่งบอกว่าตัวแปรใดเป็นการล้มเหลวและอยู่รอด โดยข้อดีของโครงข่ายประสาทเทียม คือ เป็น	
รูปแบบจำ�ลองคล้ายสมองคน ดังนั้น การทำ�งานของโครงข่ายประสาทเทียมไม่เป็นเพียงการจำ�ข้อมูลเท่านั้น แต่เป็นการเรียนรู้
ลักษณะข้อมูล ซึ่งเป็นประโยชน์ต่อการนำ�ไปใช้จริง คือ เมื่อแบบจำ�ลองพบข้อมูลในลักษณะที่แตกต่างแต่คล้ายกับข้อมูลที่ถูก
สอนมา แบบจำ�ลองนี้สามารถที่จะบอกได้ถูกต้อง ซึ่งต่างจากแบบจำ�ลองอื่นที่เป็นการจดจำ� เมื่อพบข้อมูลในลักษณะที่ต่างจาก
ที่เคยกำ�หนดไว้ ก็อาจไม่ประมวลผลหรือทำ�การทำ�นายไม่ได้ เป็นต้น

บทสรุป
	 การเลือกใช้แบบจำ�ลองแต่ละแบบขึ้นอยู่กับลักษณะของข้อมูล และวัตถุประสงค์ในการพยากรณ ์ งานวิจัยนี้ไม่สามารถ
ระบไุดว้า่แบบจำ�ลองใดดทีีส่ดุหรอืมคีวามแมน่ยำ�ทีส่ดุ แตเ่ปน็การเปรยีบเทยีบใหเ้หน็ถงึขอ้ดขีอ้จำ�กดั ซึง่จะสามารถนำ�ไปประยกุต์
และนำ�ไปพิจารณาให้สอดคล้องกับข้อมูลต่างๆ ซึ่งในที่นี้เน้นบริบทของการพยากรณ์ความล้มเหลวของบริษัท แต่เครื่องมือนี้
สามารถนำ�ไปใช้ในบริบทอื่นๆ ได้ เช่น ด้านการแพทย์ วิศวะ บัญชี รวมถึงด้านธุรกิจอื่นๆ เป็นต้น ซึ่งหากใช้เครื่องมือในการ
พยากรณค์วามลม้เหลวของกจิการใหเ้หมาะสมกจ็ะทำ�ใหก้ารพยากรณม์คีวามแมน่ยำ�มากยิง่ขึน้ และสง่ผลทำ�ใหส้ามารถแกป้ญัหา
ได้ทันเวลา และการล้มเหลวทางการเงินก็จะลดลง
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