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Abstract

The objective of this experimental study was to investigate the scalability of k™-trees, a compact
data structure designed for representing n-ary relations, compared to a baseline based on a plain
representation of adjacency lists. A literature review of compact data structures was conducted,
focusing on k™-trees and their potential for efficient n-ary data representation. To assess scalability,
experiments comparing k™ -tree performance against the baseline using set intersection as a
benchmark were conducted. Results demonstrated superior k™-tree scalability in terms of time and
memory, especially for high-dimensional and clustered datasets. On average, k™-trees were eight
times faster and consumed 35 times less memory than the baseline. The study also analyzed the
impact of the order parameter k on performance, revealing a trade-off between space efficiency and
query time. This study provides valuable insights into the practical applicability of k™-trees for
managing and querying high-dimensional data.
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Introduction

The exponential growth of high-dimensional and multi-attribute data necessitates efficient data
management solutions. Traditional data structures often incur significant memory overhead,
hindering the scalability of processing and analysis. Compact data structures, which aim to minimize
space while maintaining query efficiency, have emerged as a promising approach to tackle this
challenge. The k™-tree, a compact representation for n-ary relations, holds potential for modeling
multi-dimensional data, particularly in scenarios where space efficiency is crucial.

Previous work has explored the k?-tree, a specific case of the k™-tree for 2-ary relations, but
further investigation is needed to assess the scalability of k™-trees for higher dimensions and varying
data distributions. This research addresses this gap by delving into the scalability of k™-trees, focusing
on their performance in set intersection — a critical operation in data analysis. To evaluate the
scalability of k™-trees, a series of experiments were conducted comparing their performance against
a baseline using a plain representation of adjacency lists. The set intersection operation served as a
benchmark to assess the efficiency of both representations. The insights gleaned from these
experiments shed light on the practical applicability of k™-trees for managing and querying high-
dimensional data in real-world scenarios.

Literature Review

Compact data structures have emerged as a powerful paradigm for representing data with
minimal space that makes them particularly valuable for handling the ever-growing amount of data.
This section provides details on these data structures, dissecting their design, implementation basis,
operations, and complexity. While not comprehensive, this review focuses on the foundational
compact data structures found in the literature.

Fixed-Size Arrays

The traditional approach of using a fixed-size array A with n elements encoded in w bits can be
wasteful if the data requires less than w bits for representation. To address this problem, Navarro
(2016) proposed determining the minimum number of bits, denoted by #, required to encode the
elements in an array, where £ < w. Then, the data can be packed within words of w bits.

The implementation utilizes a virtual bit array B that stores actual data elements, with a total size
of #n bits to accommodate all elements of A. Each element in B is encoded using ¢ bits. Additionally,
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a word array W of integers of w bits is used, large enough to pack all encoded elements from B. The
packing strategy utilizes bit-level operations. Individual elements in B are placed in W, starting from
the most significant bit. The specific location within a word in W depends on the element's position j
in B.The formular = ((] — 1) mod W) + 1 is used to calculate this starting position (r) within a word
nw ||}

This design allows for reading and writing individual elements. On the one hand, reading a bit at
position j in B involves calculating the word index in W and performing bitwise operations to isolate
the desired bit. On the other hand, reading a whole encoded integer within a single word in W
requires calculating the chunk to be read, and performing bitwise operations to extract the relevant £
bits. If the encoded integer spans two words in W, additional calculations are needed to handle bits
across words. Writing a value involves clearing the existing data in W before writing the new value.
The clearing process also utilizes bitwise operations and mechanisms to handle bits across words.

In summary, the space of a fixed size array is O ([%n] w), and time for reading and writing is O(c).

Variable-Size Arrays

Variable size arrays (Raman et al., 2007) address the limitation of fixed size arrays by allowing
elements to have different bit lengths in B. There are two main design approaches for variable size
arrays. The first uses a separate array P to store the length information for each encoded element.
Then, P is used to determine the starting and ending positions of elements within B. The other
approach is using a strategy for self-describing length. This approach embeds the length information
within the encoded element itself. This eliminates the need for a separate data structure for storing
lengths. However, it might introduce some overhead for encoding/decoding lengths.

In both approaches, the element locations in B differ from fixed size arrays. Instead of fixed
intervals, the starting position ofA[i] depends on the sum of encoded lengths ¢, 1. e.,Zj'-;ﬁ ?j. The
implementation involves a main bit array B, and a pointer array P. The array B stores the actual
encoded data elements, with each element i using variable bits £;. The array P acts as an index of B.

There are two variations for P. The first one is implementing P as an array of sampled pointers.
This approach partitions the array A into consecutive blocks of k elements. Then, P stores the starting
position for each block in B. To access A[i], the block that it belongs to is calculated and then the
corresponding pointer in P is used to find the starting position in B. The last step is looking for the
target element within that block. Additionally, if the encoding in B uses y-coding (Elias, 1975), this
property can be leveraged to efficiently skip to the desired element within a block by reading only the
codeword headers. The other variation is implementing P along with another array P’ of dense
pointers (Ferragina & Venturini, 2007; Raman et al., 2007) to avoid the need for calculating the sum
of preceding lengths during access. P’ stores offsets within B, directly pointing to the starting position
of each A[i].

This design supports reading and writing individual elements. However, accessing requires
additional computation to look up starting bits; this can be reduced by using dense pointers. In
summary, for variable size array with sampled pointers and y -coding, the time cost is O (k 1g(x)),
where x is a y-coded element. Its space cost is 0(n1g(w)) bits, with k = In(2). For variable size array
with dense pointers, the time cost is O(c), and space is O (nlg(w)).

Bitvectors

The bitvector (Jacobson, 1989) is a bit array designed to use space close to its zero-order empirical
entropy, i.e. nH,(B) bits. It achieves this by dividing the bit array into blocks of size b and encoding
them as a pair (c;, 0;), where ¢; is the class (number of 1s) of the block, and o; is the offset within c;
that identifies a specific permutation among what is allowed by c;.

The implementation uses an array C for classes, and an array O for corresponding offsets. The
lengths of the offsets are determined by the class and stored in an array L, where L[c] gives the
number of bits needed to encode a class c offset.
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The bitvector supports access(B, i) to retrieve the i -th bit in B; rank(B, i) to count the number
of occurrences of a specific bit (0 or 1) up to position i; and, select(B, j) to find the position of the j-
th occurrence of a specific bit (0 or 1).

The space is nHy(B) + %lg(b) +0 (%) + whb? bits (Raman et al., 2007; Pagh, 2001), where n is
the number of bits, and w is the word length. The worst-case time for all operations is O(b), but it can

be improved (Clark, 1997; Jacobson, 1989) by using precomputed tables for encoding and decoding.
In practice, the O(b) time cost is often sufficient, as the block size b is typically chosen to be small.

Wavelet Trees

Wavelet trees (Grossi et al., 2003) are designed to represent and query sequences over larger
alphabets. They hierarchically decompose the alphabet, creating a binary tree structure where each
node corresponds to a range of symbols. The tree's root represents the entire alphabet, and each leaf
represents a single symbol. Internal nodes store bitvectors that indicate whether a symbol in the
sequence belongs to the left or right half of the alphabet range at that level.

Wavelet trees support access(S,i) to retrieve the symbol at position i in the sequence S;
rank.(S, i) to count the number of occurrences of symbol ¢ up to position i by traversing the path
from the root to the leaf of ¢, accumulating the counts from the bitvectors along the way; and,
select.(S,)) to find the position of the j-th occurrence of symbol ¢ by traversing the tree from the
leaf of ¢ to the root, using the bitvectors to determine the position at each level.

The space costisn 1g(a) + o(n lg(a)) + O(ow) bits, where n is the length of the sequence, o
is the alphabet size, and w is the word size. The o(n 1g(o)) term is on account of the extra space
required for rank and select . The worst-case time complexity for all operations is O (I1g(a)).

The wavelet tree can use compressed representations for the bitvectors, achieving space close to
nH,(S), while maintaining the same time cost (Barbay & Navarro, 2013; Golynski et al., 2008).

Sequences

The sequence S[1, n] is designed as a generalization of bitvectors. It supports access, rank, and
select operations while minimizing space usage. Two primary approaches are employed. One uses a
permutation-based representation (Golynski et al., 2006) along with bitvectors to achieve efficient
operations. It is particularly suitable for large alphabets. The other uses wavelet trees (Grossi et al.,
2003), enabling efficient operations through binary rank and select on bitvectors. When using
permutation-based representation, the sequence is divided into chunks. Each one is represented using
a permutation and a bitvector. The bitvectors store the frequency of each symbol within the chunk,
while the permutation encodes symbols’ order. This enables efficient rank and select operations
within chunks.

When using wavelet trees, it recursively partitions the alphabet into halves, creating a binary tree
structure. Each node is associated with a bitvector that indicates whether a symbol belongs to the left
or right half at that level. This enables efficient operations on account of the structures used.

Both implementations support access(S, i) to retrieve the symbol at position i in the sequence;
rank.(S, i) to count the number of occurrences of symbol ¢ up to position i; and, select.(S, j) to find
the position of the j-th occurrence of symbol c.

In summary, for permutation-based representation, the space costis n Ig(a) + no(lg(o)) bits.
The time cost (Grossi et al., 2010) is 0(Ig(1g(o))) for access, 0(1g(1g(o))) for rank, and 0(c) for
select. For a representation using wavelet trees, space using a plain approach is n 1g(o) +
o(nlg(a)) + 0(ow) bits, and n Hy(S) + o(n 1g(a)) + 0(ow) bits for a compressed approach
(Barbay and Navarro, 2013). Time cost is O(lg(a)) for access, 0(1g(o)) for rank, and 0(Ig(a)) for
select both approaches. In practice, wavelet trees are often preferred for small to moderate alphabet
sizes due to its lower space overhead. For larger alphabets, permutation-based representation can be
more space-efficient, especially when combined with alphabet partitioning techniques.
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Level-Order Unary Degree Sequence (LOUDS)

The Level-Order Unary Degree Sequence (LOUDS) representation, first reported by Jacobson
(1989) and implemented in Delpratt et al. (2006), is designed to encode the topology of an ordinal
tree by using a bitvector to store the unary degree sequence of the tree in a level-wise order. The
unary degree sequence is made of 1s followed by 0, where the number 1s are the number of
children of a node.

The implementation uses a bitvector. The first two bits are set to 10, and then the tree is traversed
in level-order, appending the unary degree sequence of each node to the bitvector. The bitvector
results of n + 1 0s (one 0 per node, plus the initial one), and n 1s (one 1 peredge—n — 1 —, plus the
initial one). Therefore, the bitvector length is 2n + 1.

LOUDS supports operations such as root(v) to retrieve the root of the tree; isleaf(v) that
checks if a node v is a leaf; parent(v) that returns the parent of a node v; child(v, t) that returns
the t -th child of a node v; childrank(v) that returns the rank of a node v among its siblings;
fchild(v) and Ichild(v) that return the first/last child of a node v; and, nsibling(v) and
psibling(v) that return the next/previous sibling of a node v.

The space cost is 2n + 1 bits. If the bitvector uses constant time rank and select, the time cost
for all operations is constant (Clark, 1997), but using 3.6n additional bits. If compressed counterparts
are used, 2.65n of extra bits are added only at expense of speed.

The cardinal variation of LOUDS is designed to represent cardinal trees, where each node has a
fixed set of child types (o in total), and a node might have a child of each type. This variation represents
each node using o bits in the bitvector. The k -th bit indicates whether the node has a child of type k
(1) or not (0). For example, in a binary tree with ¢ = 2, a node with two children is 11, a node with
only a left one is 10, a node with only a right one is 01, and a leaf is 00.

LOUDS supports operations of ordinal LOUDS plus labeledchild(v,1) that returns the child of
node v with label [, if it exists (equivalent to child(v, t) in cardinal trees); childrenlabeled(v, 1) that
checks if the child of node v with label [ exists (returns true or false); and childlabel(v) that
returns the label of the edge leading to node v.

The space cost of cardinal LOUDS is on bits. The time cost of most operations is 0(c), assuming
constant-time rank and select on the bitvector. However, for large values of g, the space overhead
can be significant. In such cases, compressed representations of the bitvector can be used to reduce
the space to n Ig(a) + 0(n) bits, but this may increase the time of some operations to 0 (Ig(o)).

Balanced Parenthesis (BP)

The Balanced Parenthesis (BP) representation (Jacobson, 1989) is designed to encode ordinal trees
using a balanced sequence of parentheses. Each node is represented by a pair of matching
parentheses, with the opening parenthesis marking the node's first visit in a depth-first traversal and
the closing parenthesis marking the completion. This representation captures the hierarchical
structure of the tree, where the nesting of parentheses corresponds to the parent-child relationships.

BP is implemented using a bitvector, where 1 is an opening parenthesis and 0 is a closing one. The
bitvector is preprocessed to support parenthesis queries, such as close (where an opening
parenthesis closes), open (where an closing parenthesis opens), enclose (index of the parent node),
fwdsearch (next index of a given value), bwdsearch (previous index of a given value), rmq (range
minimum query — used to find the position of the minimum value within a given range), rMq (range
maximum query — used to find the position of the maximum value within a given range),mincount (it
counts how many times the minimum occurs within a given range), and minselect (position of a given
minimum), which are used to navigate and query the tree structure efficiently.

BP additionally supports navigation operations (root, fchild, Ichild, nsibling, psibling,
parent , ancestor ); structure operations ( isleaf , nodemap , nodeselect , preorder ,
preorderselect, postorder, postorderselect); depth- and subtree-related operations (depth,
subtree, isancestor, levelancestor); leaf-related operations (leafnum, leafrank, leafselect);
and the hierarchy operator Ilca (lowest common ancestor).
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The space cost is 2n + o(n) bits (Munro & Raman, 2001), where n is the number of nodes in the
tree. The time cost for all the operations is O(Ig(n)).

Depth-First Unary Degree Sequence (DFUDS)

The Depth-First Unary Degree Sequence (DFUDS) representation (Benoit et al., 2005), similarly to
ordinal LOUDS, is designed to encode the topology of an ordinal tree. However, it uses a depth-first
unary degree sequence. Each node is represented by a sequence of 1s (indicating the number of
children) followed by a 0 . This sequence is concatenated in depth-first order to form a bitvector. The
key property of DFUDS is that all nodes in a subtree are contiguous in the bitvector, and the net excess
(Benoit et al., 2005; Jacobson, 1989) within any subtree is —1 .

The first three bits of the bitvector are set to 110, and then the tree is traversed in preorder,
appending the unary degree sequence of each node to the bitvector. The bitvector results of n + 1
0s (one 0 pernode, plus the initial one),andn + 1 1s (one 1 peredge—n — 1 —plusthe two initial
ones). Therefore, the bitvector length is 2n + 1 bits.

DFUDS supports navigation operations (root, fchild, lchild , nsibling , psibling , parent );
structure-related operations (isleaf , nodemap , nodeselect , preorder , preorderselect ),
subtree-related operations (subtree, isancestor ); leaf-related operations (leafnum, leafrank,
leafselect ); and the lowest common ancestor operator (lca ).

The space cost is 2n + 1 bits. Time of most operations is 0(Ig(n)), assuming constant-time
operations on balanced parentheses. However, child and children can be performed in constant
time, making DFUDS particularly efficient for navigating towards specific children.

k*-Tree

The k?-tree (Brisaboa et al., 2014) is designed to represent clustered graphs, where nodes can be
divided into subsets of as many edges as possible. It recursively partitions the adjacency matrix of the
graph into k? submatrices, representing it as a k?-ary tree. Empty submatrices are not represented,
leading to space savings. The tree structure is encoded as cardinal LOUDS bitvector. Each internal node
in the tree is represented by k? bits, indicating the presence or absence of its children. Leaf nodes are
either 1 (representing an edge) or 0 (no edge). The bitvector is preprocessed to support rank and
select, enabling efficient navigation and querying.

The choice of the order parameter, k, involves a trade-off between space efficiency and query
performance. A higher k typically leads to better space efficiency, as it results in a shallower tree with
fewer internal nodes. However, it also increases the fan-out of each node, potentially increasing the
time required to traverse the tree during queries.

For smaller matrices with side size s = 2™, where m € Z, a smaller k value (k = 2t withi € Z
and i = 1) might be more suitable, as the space savings from a higher k may be insignificant compared
to the increased query time. Conversely, for larger matrices, with side size of the form s = 4™, where
m € Z, a higher k value (k = 2%, with i > 1) could be advantageous. The space savings from a
shallower tree can become more significant as the matrix size grows, outweighing the potential
increase in query time. Moreover, if a dataset is clustered, a higher k value can effectively capture the
clustered structure, leading to further space savings and potentially faster query times due to reduced
tree traversal.The k2-tree supports adj (G, v, 1) that checks if there is an edge between nodes v and
u; neigh(G, v) that returns the list of neighbors of node v; and rneigh(G, v) that returns the list of
reverse neighbors of node v.

The space cost is influenced by different factors, such as number of nodes and edges, distinct
paths and nodes, representation of the bitvector, and grid size. For instance, using a sparse bitvector,

2
the space could result of O (e g (n:) +e lg(k)) bits, where n is the number of nodes, e is the

number of edges, and k is the tree order. In practice, the space is often much lower for clustered
graphs due to unrepresented empty submatrices. For that reason, several studies have explored the
alternative of graph clustering and partitioning (Hernandez & Navarro, 2014; Chierichetti et al., 2009;
Maserrat & Pei, 2010; Boldi et al., 2011; Claude & Ladra, 2011; Grabowski & Bieniecki, 2014).
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The time cost is 0(1g, (n)) for adj(G,v,u), O(n) for neigh(G,v), and 0(n) for rneigh(G, v).
The 0(n) time cost for neigh and rneigh is a worst-case bound.

k"-Tree

The k™-tree (de Bernardo et al., 2013; de Bernardo, 2014) is designed to represent n-ary relations
encoded in n-dimensional matrix (hypermatrix). It extends the k?-trees to higher dimensions by
recursively partitioning a hypermatrix into k™ equal-sized sub-hypermatrices. This hierarchical
partitioning allows for efficient representation of clustered data, where most of the 1s are
concentrated in a few partitions. The tree is encoded using a cardinal LOUDS bitvector, following the
same principles of the k2-tree. However, each internal node is represented by k™ bits.

The k™-tree supports checkcell(C) that checks if the cell at coordinate C contains a 1; and
range(S, E) that reports all the cells within the range defined by starting coordinate S and ending
coordinate E that contain a 1.

Similarly to k?-tree, the k™-tree space cost is influenced by different factors (number of nodes
and edges, distinct paths and nodes, representation of the bitvector, and grid size). For instance, using

a sparse bitvector, the space is O (r lg (ST) + nr lg(k)) bits, where r is the number of relations (1s

in the hypermatrix), s is the standardized size of the hypermatrix (s = 218¢max)l with Smax aS the
largest dimension), and k is the tree order. The time cost of checkcell(C) is O(h) = 0(logy(s)). For
range(S, E), it depends on the hypermatrix distribution. In the worst case, it can be as high as 0(s™"),
but for clustered data it can be much lower, as the k™-tree can efficiently skip empty partitions.

Graphs

The representation of general graphs provides efficient support for various operations while
minimizing space. Two approaches are proposed. The first approach represents each row of the
graph’s adjacency matrix as a sparse bitvector (Navarro, 2016) that optimizes space usage, especially
for graphs with fewer edges. The other approach uses a permutation-based sequence (Claude &
Navarro, 2011) for storing the matrix’s adjacency lists as a concatenation of each node’s neighbor list
into a single sequence.

When using sparse bitvectors, 1 indicates the presence of an edge and 0 indicates its absence.
Operations like adj (checking for an edge), neigh (retrieving neighbors), and outdegree (counting
outgoing edges) are implemented using bit-vector access, rank, and select. When using sequence,
a bitvector is used to mark the starting position of each node's neighbor list within the sequence. This
allows for efficient access on the sequence, and rank and select on the bitvector. Additionally,
reverse neighbors and indegree can be computed efficiently using rank and select on the sequence.

Both representations support adj(G, v, u) that checks if there is an edge from node v to node u;
neigh(G,v) that returns the list of neighbors of node v; and outdegree(G,v) that returns the
outdegree of node v. The sequence representation additionally supports rneigh(G, v) that returns
the list of reverse neighbors of node v; and indegree(G, v) that returns the indegree of node v.

The space of a bitvector representation is e Ig (n;) + 0(e) bits (worst-case entropy for directed
graphs), and the time complexity of adj is 0(Ig(n)), O(c) for neigh, 0(Ig(n)) for outdegree. The
operation rneigh is not space-efficiently supported.

For a sequence, the space is e 1g(n) (1 + 0(1)) + 0(n) bits. The time of adj is 0(Ig(lg(n))),
0(Ig(lg(n))) for neigh, O(c) for outdegree,0(c) for rneigh , and 0 (Ig(lg(n))) for indegree.

Note that the time costs for sequence assume constant-time rank and select on the bitvector.
In practice, these operations can be implemented efficiently, resulting in fast graph operations.

Findings

Compact data structures efficiently handle various data types. Fixed-size arrays suit numeric
datasets with narrow ranges, while variable-size arrays cater to wider ranges. By combining these
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structures, one can efficiently encode n-ary relations like geographic data (latitude, longitude, and
altitude) or customer purchases (customer ID, product ID, and purchase amount).

Bitvectors serve as fundamental building blocks for compact data structures and can encode
binary relations, such as friendships in a social network. Wavelet-trees represent n-ary relations as
strings over a larger alphabet, enabling efficient queries but potentially impacting space efficiency if
the alphabet becomes too large (Barbay et al., 2014). The k™-tree is a promising structure for
representing n-ary relations in GIS, recommender systems, and RDF data. However, scalability
concerns exist regarding its exponential space growth with dimensionality (de Bernardo et al., 2013;
de Bernardo, 2014; Navarro, 2016), especially for non-clustered data.

To validate scalability concerns, experiments were conducted to compare the time and space
performance of a specific query on synthetic n-ary datasets represented as k™-trees against plain
representations of adjacency lists as baseline. Synthetic datasets were chosen for their controlled
nature, allowing systematic variation of parameters to isolate the effects of individual factors on
scalability.

Multiple datasets were generated with varying sizes (s € [12,32,64,128]), dimensions (n €
[2,3,4]; while 2-ary relations are common, many applications involve 3-ary or higher-order relations),
and densities (d € [0.125,0.25,0.5,0.75]; this wide range of sparsity levels helps to reflect the
variability of real-world datasets), distributed randomly (to simulate scenarios where relationships
between entities are uniformly distributed), randomly along the main diagonal, and in clusters (it
helps to simulate scenarios where relationships are grouped together in specific regions with ¢ €
[1,2,4,8]). Those parameter ranges were chosen to simulate various real-world scenarios and to
stress-test the k™-tree under different conditions. A systematic variation of them, with two samples
per variation, yielded 576 different samples. Experiments were conducted on pairs of samples with
equivalent size, dimension, and order k € [2,4], resulting in 6,912 baseline and 10,368 k™ -tree
experiments.

To measure the scalability, the set operator intersection was used as benchmark, since it is a
relevant operation that requires traversing the entire data, thus revealing advantages and
disadvantages in terms of space and time efficiency of each type of encoding. This choice aligns with
the work of Quijada-Fuentes et al. (2019), where the authors focused on set operations to evaluate
the performance and scalability of k?-trees on 2-ary relations.

The intersection algorithm for k™-tree is shown in Algorithm 1. The algorithm receives two k™-
trees A and B, along with other related parameters, and returns a k™-tree C as the intersection
between A and B. The algorithm recursively traverses the trees A and B level by level, comparing
corresponding bits in the bitmaps. For each level, it iterates through the potential k™ child positions,
recursively finding the intersection of children if they exist. If there are no more levels, it directly
compares leaves (actual relation values). Pointers p,4 and pg are used to navigate the bitmaps,
skipping over non-existent children (empty sub-hypermatrices). The results are accumulated in a
bitmap C representing the intersection at each level. Ultimately, the algorithm returns whether t is
not empty (negation of the flag €) used to set bits in earlier recursion levels as the algorithm returns.
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Algorithm 1 Set Intersection for k™-Tree

Inputs: k™-tree bitmaps A and B; p, is an array of pointers to bits in A, one per level of A; pg is an
array of pointers to bits in B, one per level of B; C is an array of h bitmaps that represents the
intersection between A and B at each level; constants k and h related to the input k™-trees; [ is
the current visited level in both k™-trees A and B; A and B have the same height h; A and B have
the same size s; A and B have the same order k.
Output: k™-tree C as the intersection of 4 and B.
Function intersection(4, B,p_A,p_B,C, k, h,[)

t « @ // Variable t is a bitmap that keeps a result for the current level .

£ « 1// eis aflag to mean that t does not contain any 1.

Fori € [0,k™ — 1] do

Ifl < h
If ApA(l—l) A BpB(l—l) then
t; < intersection(4, B,p4, pg, C, k, h,l + 1)
Else
ti <0
skip_node(4,p4, L + 1A, ,a-1),k™ h)
skip_node(B, pp, [ + 1, Bpya-1), k™ h)
Else

ti < Ap,y-1) A Bppa-1)
€« &Nt
pall—1) «p,(l -1 +1
pe(l—1) «pgl—1)+1
If =€ then
C;_1 < C;_1 Il t // Concatenate C;_; with bitmap t.
Return ¢

The skip-node function used in Algorithm 1 helps skip subtrees of a k™-tree (represented as a
bitmap) that are not part of an intersection. If a node in the tree has children, the function skips over
the parts of the bitmap representing those children using rank1 function to count 1s within a range
of the bitmap to determine if there are any existing children.

The set intersection algorithm for adjacency lists is shown in Algorithm 2. It finds the intersection
of two sorted adjacency lists A and B. It iterates through both lists simultaneously, comparing the
current elements from each list. If they match, the element is added to the result; if not, the algorithm
advances the pointer of the list with the smaller element. This continues until one of the lists is
exhausted, ensuring that all common elements are identified and returned.
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Algorithm 2 Set Intersection for Adjacency Lists

Inputs: k™-tree bitmaps A and B; p, is an array of pointers to bits in A, one per level of A; pg is an
array of pointers to bits in B, one per level of B; C is an array of h bitmaps that represents the
intersection between A and B at each level; constants k and h related to the input k™-trees; [ is
the current visited level in both k™-trees A and B; A and B have the same height h; A and B have
the same size s; A and B have the same order k.
Output: k™-tree C as the intersection of 4 and B.
Function intersection(4, B)

Let C the result, initially empty.

a « f < True

Loop
If & A has_more(4) then
a < next(4) // next returns the next n-dimensional tuple.
a « False
If B A has_more(B) then
b < next(B) // next returns the next n-dimensional tuple.
B < False
If =a A —f then
o« Trueifa<b Va=belse False
B« Trueifa > b Va=belse False
fa=bthenC «<Clla
Else Break
Return C

Results

Figures 1, 2, and 3 present summarized results for s € [16,64], which are compatible with k = 4.
Results for s € [32,128] (not compatible with k = 4) follow the same trend.

Figure 1a shows that the k™-tree consistently outperformed the baseline approach in terms of
execution time for the intersection operation. This advantage was particularly pronounced for higher
dimensional datasets (n > 2) and denser datasets (Figure 3a). On average, the k™-tree performed
eight (8) times faster than the baseline.

Regarding memory, Figure 2a demonstrated a superior memory scalability of k™-tree compared
to the baseline. This was evident in the lower memory usage of its main data structure across various
dataset sizes, dimensions, and densities (Figure 3b). On average, the k™-tree consumed 35 times less
memory than the baseline.

The distribution of data points significantly affected the performance of both the k™-tree and the
baseline. Clustered data distributions were most favorable for the k™-tree (as expected), leading to
the best performance in terms of both time (Figure 1b) and memory usage (Figure 2b). However, even
with scattered data distributions, the k™-tree with k = 4 often outperformed the baseline.

Discussion

The experimental results align with previous studies (Brisaboa et al., 2014; de Bernardo et al.,
2013; de Bernardo, 2014), highlighting the impact of dimensionality and data distribution on k"-tree
performance. Memory usage notably increased with dimensionality, particularly for denser datasets.
However, the k™-tree consistently outperformed the baseline in terms of both time and memory
efficiency for higher dimensions, especially with clustered data (¢ > 1). This underscores the k™-tree's
effectiveness in compressing and navigating clustered data, even in high-dimensional spaces. This
observation is aligned with the findings of Quijada-Fuentes et al. (2019) who observed that for k?2-
trees.
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Figure 1 Comparison of (a) Time to Size, and (b) Time to Clusters.
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Figure 2 Comparison of (a) Memory to Size, and (b) Memory to Clusters.
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Figure 3 Comparison of (a) Time to Density, and (b) Memory to Density.
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Experiments confirmed the trade-off between space and time efficiency with varying order
parameter (k) values. While a higher order (k > 2) generally led to better space efficiency, it wasn't
always optimal. For lower dimensional and sparser datasets, k = 2 proved more time and space
efficient. However, for clustered and denser data, k = 4 was superior. This aligns with findings by
Quijada-Fuentes et al. (2019), where k?-trees with compression of 1s (akin to higher k values) were
more efficient for denser datasets, while the original k?-trees (akin to lower k values) excelled with

sparser data.
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Conclusion

The empirical evidence from our experiments demonstrated the k™ -tree's effectiveness in
handling set intersection operations on high-dimensional or clustered data, showcasing an average of
eight (8) times faster execution and 35 times less memory consumption compared to the plain
representation of adjacency lists as baseline. These findings highlight the importance of considering
dataset characteristics and application requirements when selecting compact data structures. The
superior scalability of the k™-tree for high-dimensional and clustered data suggests its potential for
efficient data management in various domains. For instance, in Geographic Information Systems (GIS)
dealing with multi-dimensional spatial data or recommender systems modelling user-item
interactions as high-dimensional relations, the k™-tree could offer significant advantages in storage
and query processing.

Furthermore, this research confirms the impact of the order parameter k on k™-tree performance
as mentioned by Navarro (2016). Lower k values are more efficient for lower-dimensional or sparser
datasets, while higher k values are better suited for clustered and denser data.

However, this study is limited to experiments on synthetic datasets, which may not fully capture
the complexities and nuances of real-world data. Additionally, it is focused solely on the set
intersection operation, leaving the performance of the k™-tree for other set operations unexplored.
Finally, the range of parameters explored in the experiments was limited.

Future work should evaluate the k™-tree on real-world datasets, explore its performance for other
set operations, and conduct a more comprehensive parameter analysis. Additionally, comparing the
k™-tree with alternative compact data structures (Benoit et al., 2005; Delpratt et al., 2006; Quijada-
Fuentes et al., 2019) for n-ary relations would provide a more complete understanding of its strengths
and weaknesses. Furthermore, investigating the impact of different clustering algorithms on k™-tree
performance could further enhance its real-world applicability.
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